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ABSTRACT

The goal of this master thesis is to optimize the micro-heat pump controller by means of
software and hardware in the loop (HiL) simulations. An optimized controller is important to
ensure comfortable condition in the building, a high energy efficiency, and a long life of the
mechanical components. The HiL simulations are essential for the analysis of the heat pump
behaviour and for the detection of the implementation error and bugs.

A facade-integrated mechanical ventilation with heat recovery (MVHR) in combination with a
micro-heat pump (m-HP) is developed within the framework of the European project iINSPiRe.
A functional model of the MVHR and micro-heat pump is developed and integrated in a test
facade. This experimental work is done using PASSYS test cell (Passive Solar System and
Component Testing) and a dynamic Simulink model of a demo building in order to be able to
test the m-HP under different conditions. The HiL simulations involve the hardware (the
PASSYS test cell) and the software (Simulink). The data exchange between these two actors
is done with BCVTB (Building Control Virtual Test Bed). With this experimental setup, it is
possible to reproduce the internal and external ambient conditions with which the m-HP
operates. The PASSYS test cell environment permits to get measured data of the m-HP
behaviour and of the airflows used by the m-HP. The temperature deviations between the set
point temperatures (set by the simulation) and the measured temperatures in the coldbox and
test room are analysed in order to ensure the quality of the HiL simulations results. A
performances map of the heat pump working points (power and performances) is defined by
using the PASSYS test cell dynamic behaviour.

A dynamic Simulink model of the controller and of the heat pump based on lookup tables is
developed within this work and validated by means of HiL simulations. This model is used in
order to optimize the parameter of the controller and to test different types of controller. The
parameters of the controller are determined by studying the dynamic behaviour of the system
with an open loop configuration.

From the analysis of the dynamic behaviour of the simple (lumped capacity) and complex (two
star nodes) building models, it turns out that the simple building model is not accurate enough
in order to be used for the simulations and analysis of the controller behaviour.

From the comparison between experimental and simulation results, it can be seen that the
model of the heat pump and controller delivers accurate results when the extract air is dry
while the deviation between the Simulink model and the measured data increases when the
relative humidity of the extract air increases. This effect is caused by the enhanced power of
the heat pump when it operates with high level of relative humidity in the extract air. The
model can be improved by measuring more working points of the heat pump with different
level of relative humidity in the extract airflow.






ABSTRACT

L'obiettivo di questa tesi & I'ottimizzazione del controllo della micro-pompa di calore tramite
I'uso di simulazioni software e simulazioni Hardware in the Loop (HiL). Un controllo ottimizzato
garantisce un elevato livello di comfort allinterno dell’abitazione, un’elevata efficienza
energetica ed una vita longeva dei componenti meccanici della pompa di calore. Le
simulazioni HiL sono essenziali per la caratterizzazione della pompa di calore e per la
detenzione di eventuali errori di implementazione.

Grazie al progetto europeo INSPIRe é stato sviluppato un sistema di ventilazione meccanica
controllata con recuperatore di calore e micro-pompa di calore integrato alla facciata, tale
sistema € stato studiato all'interno di questo lavoro. La parte sperimentale di questa tesi
basata sull'utilizzo della PASSYS test cell (Passive Solar System and Component Testing) e
di un modello di simulazione dinamico implementato in Simulink.

Il funzionamento della pompa di calore in diverse condizioni & stato testato mediante HiL
(Hardware in the Loop). | due attori coinvolti nelle simulazioni HiL sono la PASSYS test cell
(hardware) e Simulink (software) per lo scambio di dati & stato usato I'ambiente software
BCVTB (Building Control Virtual Test Bed). All'interno della PASSYS test cell & possibile
riprodurre le condizioni dell'aria negli ambienti esterno ed interno tra i quali la micro-pompa di
calore lavora. L'ambiente della PASSYS test cell, grazie ai sensori installati, permette di
misurare diverse variabili che caratterizzano il comportamento della pompa di calore. Le
deviazioni tra le temperature di set point determinate dal software e le temperature misurate
all'interno della coldbox e della test room sono state analizzate in modo da garantire la qualita
dei risultati ottenuti con le simulazioni HiL. Grazie ai dati misurati nella PASSYS test cell €
stato possibile definire una mappa delle prestazioni della pompa di calore. Il modello della
pompa di calore e del sistema di controllo, basato sulluso delle lookup tables, e stato
implementato in Simulink e validato mediante I'uso di simulazioni HiL. Questo modello é stato
usato per l'ottimizzazione dei parametri di controllo della pompa di calore e per I'analisi di
diverse tipologie di controllo.

Dall’analisi delle due diverse tipologie di modello di edificio “Simple” (a parametri concentrati)
e “Complex” (a due nodi) & stato riscontrato che il modello “Simple” non & abbastanza
accurato per essere utilizzato nella simulazione ed analisi del sistema di controllo.

Dalla comparazione di risultati ottenuti mediante simulazioni HiL e dei risultati ottenuti dal
modello Simulink della pompa di calore e del sistema di controllo si pud concludere che il
modello Simulink implementato genera risultati realistici in particolar modo quando si
considerano situazioni in cui la pompa di calore lavora con aria estratta con basso grado di
umidita. La potenza che la pompa pud produrre aumenta quando I'aria estratta ha un elevato
tasso di umidita. Questo effetto pud essere considerato nel modello ampliando la mappa dei
punti di funzionamento della pompa di calore con diversi livelli di umidita relativa.
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1

INTRODUCTION

1.1 iNSPIRe PROJECT

“The objective of INSPiRe (Infrastructure for Spatial Information in Europe) is to tackle the
problem of high-energy consumption by producing systemic renovation packages that can be

applied to residential and tertiary buildings. The renovation packages developed by iNSPiRe
aim to reduce the primary energy consumption of a building to lower than 50 [l;iz};] The
packages need to be suitable to a variety of climates while ensuring optimum comfort for the
building users” (iNSPIRe, 2016). After an analysis of building stock across Europe the second
stage of INSPiRe is the development of multifunctional renovation kits that involves innovative
envelope technologies, energy generation systems and energy distribution systems. This
multifunctional renovation kits will be installed and tested on three case studies, two
residential and one office building, in Germany, Spain and ltaly.

A decentralised facade-integrated mechanical ventilation system with heat recovery (MVHR)
and a micro heat pump is developed by the University of Innsbruck, Unit for Energy Efficient
Building, together with the companies SIKO Solar (Jenbach, Austria) and Gumpp & Maier

(Binswangen, Germany).

The present work is focused on the optimization of the facade integrated micro-heat pump
(m-HP) in combination with mechanical ventilation with heat recovery (MVHR) control. The
PASSYS test cell is used in order to test the performance of the mechanical ventilation unit

with heat recovery and of the micro-heat pump.

1.1 HEAT PUMP AND HEAT RECOVERY SYSTEM

Figure 1-1 shows the sketch of the heat pump and of the MVHR. The heat pump recovers
energy from the exhaust airflow and increases the temperature of the inlet airflow. The heat
recovery system preheats the inlet airflow by using the energy of the extract airflow.
Condensation can occur inside the heat exchanger when the extract air has high humidity
level and/or the ambient air has low temperature. The preheater is present in order to avoid
the icing of the condensation inside the heat exchanger. The heat pump compressor is speed
controlled. The backup heater placed after the heat pump condenser, works when the heat
pump does not deliver enough power to the supply airflow. A more detailed description of the

heating system can be found in the chapter 3.
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Figure 1-1: Heat pump and MVHR sketch

1.2 BUILDING

The building under study has been identified within the INSPIRe project as a reference
building. “The demo building in Ludwigsburg, Germany is an example of social housing built
in the 1970s, which contains four flats on four stories. During the renovation process a timber
frame facade is fitted onto the building. The m—-HP with the MVHR is integrated into the
prefabricated facade. The prefabricated unit is designed as a compact system for minimal
space use. Renovations with minimum intervention are enabled (minimum invasive
renovation). A minimal installation effort is desirable for economic reasons. As the whole
solution will be facade integrated and prefabricated, construction and installation time can be

kept very short.” (Dermentzis, Ochs, Siegele, & Feist, 2014)

Figure 1-2 shows the plan of the flat under study. Each colour represents one zone of the
model. The sketch of the air ducts is present in the figure. As it can be seen, the air is

extracted from two zones and supplied in other three zones. The designed volume flow is
3
120 [mT] The whole flat is simulated by using six zones. Moreover, the connections between

the zones are considered. The following sections describe the fundamental equations
implemented in the model. The CARNOT toolbox (Juelich, 2016) is used for the model

implementation.
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Figure 1-2: Ground floor (iNSPIRe, 2016)






2 BUILDING MODELS

2.1 MATHEMATICAL DESCRIPTION

2.1.1 Transmission Losses

The transmission losses can be described with the Fourier equation (2.1). This is the generic

equation and it is valid for a generic material with variable properties A, p, c,,.

ad
V-(AVﬁ)zpcva

I(xo,t) = a(t) (2.1)
l 9(x1,t) = b(t)
I(x, t) = c(x)

Each wall layer has constant properties, and the problem can be studied just in one spatial
coordinate. For these reasons, the equation (2.1) can be written as the (2.2):
0*9 _pc, 09
0x? A ot
From this point, the transmission losses are calculated in different ways within the two models
in the chapters 2.2.2 and 2.3.3.

(2.2)

2.1.2 Ventilation Losses

The mechanical ventilation with heat recovery system and the infiltration are described in this
section. In the flat under study, the air is extracted from two zones and supplied to three
zones, the volume flows are summarized in Table 2-1. In the hallway, the air is neither
supplied nor extracted. The air supplied in the zones 2, 3 and 4 pass through the hallway in
order to reach the extraction points in the zones 1 and 6. In Figure 1-2, the mechanical
ventilation ducts are shown.

Table 2-1: Extract and supply air volume flows

3
Zone Volume flow [mT]
_ 1 Kitchen 60
Extract air
6 Bathroom and WC 60
2 Living room 50
Supply air | 3 Child and parents room 40
4 Child room 30
- 5 Hallway 0




Ducts

The air ducts losses represent a heat source for the zones 4, 5, 2 and 3, as it can be seen in
Figure 1-2. The heat transfer is calculated by using a static formulation. Figure 2-1 represents

the duct section, with the insulation layer and the steel layer.

Figure 2-1: Ducts section

The resistance of the ducts is described in the equation (2.3):
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Where:

(2.3)

- h, h, are the internal and external heat transmission coefficient [m]l

- lis the length of the considered duct [m];
- rin' I‘ins’

[m];

- dins Asteer 1S the conductivity coefficient of the insulation and of the steel [ﬁ]

r,, are the internal and ezternal insulation radius and the external duct radius

The heat transfer is calculated according to the equation (2.4) with the hypothesis of constant
9, and 9., for the length [ of the duct:

. 1
Qpipe = R * (Uin — Uex) (2.4)
pipe

Mechanical Ventilation with Heat Recovery (MVHR)

The mechanical ventilation involves a counter/cross flow heat exchanger. Figure 2-2 shows
the sketch of the heat exchanger. The blue arrow represents the ambient air while the red one
represents the extract air. The pre-heater operates in case of low ambient air temperature

Yamb.0i» IN Order to avoid ice formation in the heat exchanger.
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Figure 2-2: Sketch of the heat exchanger

In Simulink, the temperature of the supply airflow is calculated with given heat recovery
effectiveness and the inlet air states. The NTU (Number of Transfer Unit) method is used in

order to calculate ¥g,), ;. It is supposed that the two flows have the same heat capacity rate
C= % = 1, this hypothesis is realistic, in case of balanced system, because the two flows
h

have the same mass flow and almost the same capacity because they are both air flows. The

maximum value of heat transfer rate is given by the equation (2.5):
Qmax = .min : (ﬁext,o - 19arnb,l) (2.5)
: , . . . . \
Where: Cppip = min (Ch = Mex " Cp,, 5 C.=mMgpyp - cpamb) [I]
In this case €, = C..

The effectiveness of the heat exchanger is calculated by using the NTU method, for this case

it is described by the equation (2.6):

g=_NU ntu = 24 2.6
" 1+ NTU’ TG (2.6)

min

The heat transfer effectiveness is the ratio between the exchanged thermal power and the

maximum value of heat transfer rate:

NTU _ Qexchanged _ 19sup,0i - ﬁamb,l . (2.7)

E = = :
14 NTU Ormax Vext,0i — Yamb,1

)

Where:

- U is the overall heat transfer coefficient [%]

- Ais the heat transfer area [m?].

From the equation (2.7) it is possible to define the equation for the I, ; determination:

_ NTU - 19ext,0i + ﬁamb,l
sup.0t = 1+ NTU

(2.8)



Ysup,o IS then calculated, with the equation (2.9), by considering the temperature increment

caused by the fan.

P
Usup,0 = Usup,0i + .—el (2.9)
Majr Cpair
Where:
- P, is the electric power demand of the fan [W];
- Ty, 1S the air massflow [%]
. - . . ]
- ¢, is the specific heat capacity of the air [kg K].
Zone balances
Each zone i has balances for:
- 0= j=1 Q; Power balance [W];
. _wvn . . kg].
M qir = Xj=1 M air Air mass balance [?]
. n . kg].
M0 = Nj=1M1,0 Vapor mass balance [?]
- Mico, = Z}lejﬁ% Carbon dioxide mass balance [%]

The simple building model has only one node for each zone instead the complex building
model has the convective and the radiative nodes, so the complex model has two power
balances while the simple model has only one power balance. The power balances are
explained in chapters 2.2 and 2.3.

The air mass balance is used in order to calculate the pressure of the zones with the equation
(2.10).

[y qir dt
bi = l;_w ‘Rair - Uy
i

(2.10)
Where:

- M, 4 IS the results of the air massflow balance [%]

-V, is the zone i volume [m3];

R4y = 287 is the air gas constant [kg]_}( :

I; is the air temperature [K].

The vapour mass balance is used in order to identify the air absolute humidity by means of
the equation (2.11):

_ S Mip,0 dt

o = (2.11)
LH20 Piair * Vl



The carbon dioxide mass balance is used in order to identify the €0, concentration in the

air by means of equation (2.12):
S Mico, dt
X; =2 (2.12)
Y02 Ty air Vi
The contributes j, involved in these balances, are:
- Air extraction;
- Supply air;
- Infiltration;
- Ventilation zone to zone;

- Ventilation intersection.

a. Air Extraction

The air extraction has no contribute to the zone power balance because a Lagrangian
approach is used. On the other hand, the mass of the extract air, calculated as in the equation

(2.13), is subtracted to the mass balance of the zone.

mext,air = .ext,i " Piair (2-13)
Where:
. . m3
- Vexe; is the extract volume flow [T];

- p; is the air density of the zone [%]

The extract air has an influence also on the vapour and CO, balance of the zone. The vapour
and CO, flows are calculated by multiplying the air mass flow and the vapour or CO, mass
fraction as the equations (2.14) and (2.15) show. Then these flows are subtracted from the

vapour and CO, balances of the zone i.

Mext,H,0 = Mext,air * Xi,H,0 (2-14)

Mext,co, = Mext,air * Xi,co, (2.15)

b. Supply air
The air mass flow is calculated as the equation (2.16) shows:

= .sup,i " Psup,air (2.16)

msup,air



Where:

. . . m?3
Vsup,i is the inlet volume flow [T] ;

Psup,air is the inlet air density [%]

In the zones with the supply air, in addition to the air mass, also thermal power needs to be

considered. The thermal power is calculated by means of the equation (2.17).

qup = msup,air ’ Cpsup,air ’ (19sup — ;) (2.17)

Where:

. , , k
- Tgypqir 1S the inlet mass flow [:g]

. - . ST,
P sup,air is the specific capacity of the air [kgK ;

- g,y is the temperature of the inlet air [°C];

- 9, is the temperature of the zone [°C].

The air, vapour, and CO, flows are calculated as already explained for the extract air.

Msup,H,0 = Msup,air * Xsup,H,0 (2.18)

Mgup,co, = Msup,air * Xsup,co, (2.19)

Where:

. . . . k;
Min H,0, Minco, are the inlet vapour and carbon dioxide mass flow [?g]

. . Tk
XinH,0, Xin,co, @re the vapour and carbon dioxide mass fraction [k—i]

c. Infiltration and Windows Opening

The infiltration involves the accidental air exchange between the external ambient and the
building. In this model, a constant value is taken for the infiltration rate.

The infiltration mass flow depends on many factors (e.g. the pressure difference, the
temperature difference, the wind speed and direction etc.), but these factors are disregarded
in the model.

It is not possible to know if the air flows from inside to outside or in the opposite direction due
to the simplifications introduced in the model, but the same incoming and out coming mass
flow are considered. Therefore, the infiltration has no contribute to the air mass balance of the
zone. Vice versa, the contribute of the thermal energy is considered, as it is shown in equation
(2.20):
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Qinf,i = .inf,i ’ Cpamb,air " Pamb,air Oamp — 9)) (2.20)

Where:

. i Lo i 3
- Vg, is the infiltration volume flow [mT]
Cpamb,alr

__Is the specific capacity of the ambient air [QIK]

- Pamb.air IS the density of the ambient air [%]

- Y94mp is the temperature of ambient air [°C].

The vapour and CO, mass flows are calculated with the equations (2.21) and (2.32) by

considering the same inlet and outlet air mass flow ;..

minf,HZO = Mgy * (xHZO,amb - xHZO,i) (2.21)

Minf co, = Mair * (xCOZ,amb - xCOZ,i) (2.22)

Where:
- Xco,/H,0,is XC0,/H,0,amp @r€ the CO; or H,0 mass fraction of the considered zone and of

. . Tkgco,/H,0
the ambient air [#]
Kgair
d. Ventilation zone to zone

A constant and known airflow takes place between each zone and the hallway as it is

schematized in Figure 2-3.

A4

Figure 2-3: Airflow zone to zone

The mass flow from the zone i to the zone j, is calculated with the equation (2.23).

Mytzair = Yztzi * Piair (2-23)

Where:

V¢, is the volume flow from the zone i to the zone j;

Piqir 1S the density of the zone i.

11



Equation (2.24) is used in order to calculate the energy carried by the air from the zone i to the

zone |

taz = Mytz,air ° Cpi,air (9 - l9j) (2.24)

The vapour and CO, mass flows are calculated by multiplying the mass fractions of the zone i

for the air mass flow. Then they are subtracted from the zone i and added to the zone j.

Mztz,H,0 = Mztzair " XH,0,i (2-25)

Mztz,c0, = Maztzair * Xco,,i (2.26)

e. Ventilation intersection

An additional air exchange is considered in order to take into account the doors opening.
Since the additional volume flow is taken as a constant value and it is not calculated in
function of the pressure, temperature and composition difference between the zones, it is not
possible to know in which direction it occurs. For this reason, the same mass flow g,

incoming and out coming is considered for each intersection, as it is shown in Figure 2-4.

Figure 2-4: Intersection’s ventilation

The extra intersection ventilation gives a null air mass flow, but energy contributes to both the
involved zones. It is assumed that the air flows from each zone to the intersection and then
the two streams are mixed. Actually, the warm airflow takes place in the upper part of the door
while the cold airflow takes place in the lower part. The mean values of density, specific heat
capacity and temperature are used in the equations. The power to the zone i is calculated with
the equation (2.27):

inters ’

Qinters,i " Pmean,ij (ﬁmean,ij —9;) (2.27)

Cpmean,ij
Where:
. . m3
- Vinrers 1S the exchanged volume flow [T];
Cpmean,ij

, Pmean,ij» Imean,ij @re the mean values of specific capacity ‘[kg]_l(] density [%]

and temperature [K];

- U; is the temperature of the considered zone [K];.
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The vapour and CO, mass flows calculation is done with equation (2.28) and (2.29).

mHZO,i = Mgy (xHZO,mean - xCOZ,i) (2-28)

mCOZ,i = Mgy (xCOZ,mean - xCOZ,i) (2.29)
Where:
o : k
Mgir 1S the exchanged air mass flow [?g]

= X¢o,/H,0,ir XC0,/H,0,mean A€ the CO, or H,O mass fraction of the zone i and the mean

. . kgco,/H,0
concentration between the two air flows [L/HZ]

Sair
2.1.3 Internal Gains

The internal loads are strictly dependent on the presence and behaviour of the inhabitants, so
they are not easy to predict therefore, in the model a constant value it is set. The internal
loads involve the sensible heat, the humidity and CO, delivered from the inhabitants and the

power delivered by the lights and equipment.

2.1.4 Solar Gains

The climate considered in this work is the standard climate of Stuttgart (meteonorm, 2016).
The incoming irradiation is distributed between the structures of the zone by means of area-
weighted factors.

2.2 SIMPLE BUILDING MODEL

2.2.1 Introduction

The simple model involves just one node for the whole zone. This is a strength simplification,
which will be explained in more detail with the results in section 4.3.3 and in the appendix Al.
Figure 2-5 shows a simplified scheme of the simple model for one zone. All the powers are
summed up in one node and only one capacity is present in order to represent the whole
mass of the building (air, furniture, structure). The powers, involved in the balances, are the
same already explained in the previous sections. Q... involves the inlet, outlet airflow and the

infiltration, while Q,¢;-s iNVolves the ventilation zone to zone and ventilation intersection.

13
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Figure 2-5: Simple model sketch

The equation (2.30) and (2.31) are used for the determination of the temperature of the node:

Qbalance = Qtr + Qirr + Qint load + Qvent + Qheat + Qinters (2-30)
Qbalance — E (2_31)
MC dt

Where:
- MC corresponds to the whole capacity of the zone [ﬂ
- Qpalance COrresponds to the node’s power balance [W];

- % corresponds to the deviation of the zone temperature with respect to time [%]

2.2.2 Transmission Losses

A steady state calculation of the transmission losses is implemented in the simple model, so
the equation (2.1) becomes:

(4?9
4 a2 =0
9(0) = 9, (2.32)
I =9,
The solution of this problem is the following:
9, -9
I(x) = — p 2 x40, (2.33)
The Fourier law is shown in (2.34):
) = A i dA (2.34)
Q= dx '

Therefore, the trend of the power through a plane layer, with area A [m?] and thickness d [m],
is described by the equation (2.35):

. A
Quz =27 (81 = 5) (2.35)
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The equation (2.35) considers only the conductive heat transfer. While the equation (2.36)
takes into account also the convective and irradiative heat exchange with the global
transmission coefficient U; for the generic element i. The total transmission losses power Q..

is given by the sum over all the elements i involved in the considered zone.
r
Qtr = z Ui - Ai . Aﬁl (236)
i=1

The thermal bridges transmission losses are calculated with the (2.37) where the sum takes

into account all the thermal bridges j involved in the considered zone:

n
Qo = ) W1+ 85 (2.37)
=1

2.3 COMPLEX BUILDING MODEL

2.3.1 Introduction

Within the complex building model, two nodes are involved in each zone: the radiative node
and the convective node. In this way two temperatures are calculated (convective and
radiative) and not only one as for the simple model. Figure 2-6 shows the sketch of the two
star model. The analogy between electric and thermal circuits is used in order to describe the
radiative and convective heat exchanges. The temperature [K] is the analogous of the

voltage [V], the heat flow [W] is the analogous of the current[A] and the thermal
resistance [V—If,] is analogous to the electric resistance [Q] (Davies, 2004). Each surface

exchange power with the radiative and the convective node (just one surface is present in
figure for sake simplicity). Other gains are present in each node balance. These gains came
from the heating system, the solar irradiation, internal loads, etc. The subdivision of these
gains between the radiative and the convective nodes depends on many factors (e.g. the
source type, the surfaces temperatures, the view factor etc.). For example, the power from a
radiative heating system will be mainly added to the radiative node. The convective node has
also a capacity that represents the air and the furniture. The radiative node has no capacity,
but a transfer function is used in the model in order to avoid algebraic loop. The capacity of
the walls and windows are presented in the sketch as C,,. The powers exchanged between
the surfaces and the nodes (convective and radiative) are calculated by means of the
convective resistance (R.) and radiative resistance (R,). In the simple model, these two

resistances are joined in one global resistance.
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Figure 2-6: Two star model sketch
2.3.1 Convective Node

The equation (2.38) is solved in the convective node:

dﬁconu
dt

The convective temperature is calculated in the model by integration of the convective power

Qeconv =M - ¢ - (2.38)

balance. The convective power exchanged between the vertical surfaces and the convective
node is calculated with the equation (2.39) (Glick, 1990)

|0.3

Qconv =1.6- |195,i = Jconw (2-39)

2.3.2 Radiative Node

The radiative exchange that takes part between three wall surfaces at different temperatures
can be schematised as in Figure 2-7.

S1

R3 RZ

Sz 53

Rq

Figure 2-7: Triangle resistance scheme

Since the triangle conductance is equivalent to the star one, the sketch in Figure 2-7 is

equivalent to the connection of Figure 2-8.
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Figure 2-8: Star resistance scheme

The equivalence between the delta and star configuration is written in equations (2.40) and
(2.41).

Rl'R3
RA=—
R+ R, + R;
RI'RZ
Rp= ——= 2.40
P R +R,+R; (2.40)
R _ R2'R3
7 Ry +Ry+Rs
_RA'RB+RB'RC+RC.RA
Rl_ RC
RA‘RB+RB‘RC+RC'RA
= 241
. o (2.41)
_RA'RB+RB'RC+RC.RA
R3— RC

According to the thermic Ohm law (A9 = Q - ), it is possible to write the following equations:

O~ Orqa =11 Q1 (2.42)
02 = raa = 12 - Q2 (2.43)
93 = Opqq =13 - 03 (2.44)

(2.45)

Q1 +0,+0:=0
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From equations (2.42), (2.43), (2.44) and (2.45) it is possible to determine 9q:

o (Ledady ottt 28
rad rn T 13 rn T 13 '
Urad =11 1 (2.47)

Ty T3
The star configuration is equivalent to the delta configuration, but the star one has not direct
physical significance. 9,,4 IS a weighted mean of 9;, 9, and J;. In a problem with three
surfaces, the delta and star configurations deliver the same results, while with more than three
surfaces an error is present, but it is acceptable (Feist, 1994). The power exchanged between

each surface and the radiative node is given from the equation (2.48):

Qrad = (Ts‘%i - T;}ad) T0 & (2-48)

Two grey plane surfaces can be considered in order to explain the equation (2.48) (Zanchini,
2012):

—eof e s
9 & 8,
R
I B Lo

Figure 2-9: Radiative heat transfer between two grey plane surfaces

Q,' and Q,’ are the total radiative powers incident on the grey surfaces 1 with area A, and 2

with area A4,. The exchanged power between 1 and 2 is shown in equation (2.49).
Qexchanged = Qemitted - Qadsorbed = Ql —ay Q{ (2.49)

Where:

- Qexchangea IS the exchanged power [W];

- Qumittea is the surface 1 emitted power [W];

- Quasorpea IS the surface 1 adsorbed power that correspond to the absorption factor

a, [—] for the incidence power Q] [W1;

- Q=05 -T{ and Q, = a,- S, - Ty are the emitted power from the surface 1 and 2.

The emitted powers Q, and Q, are different from the total incident powers Q," and Q,’,

because a part of the emitted power is reflected from the other surface.

Q1 can be written as in the equation (2.50)

18



Q] = [Qz +(1-ay)- Qé] (2.50)
Where:
- (1 —ay) - Qy is the power reflected from the surface 2 and incidents on surface 1 [W];

- Q, is the power emitted from the surface 2 and incidents on surface 1 [W].

Q3 can be written as in the equation (2.51):

Q; = [Q1 +(1-a)- Q{] (2.51)

Where:
- (1-ay)- Q] is the power reflected from the surface 1 and incidents on the surface 2
[W1;
- Q, is the power emitted from the surface 1 and incidents on the surface 2 [W].

By replacing the before described espressions for each value, the exchanged power

becomes:
. _Uo'Az'(Tf—Tf)
Qexchanged - 1 1 (2_52)
—+—=1
a; o

The following hypotheses are introduced:
- a, = 1: the radiative node is a black body;
- & = a, for Kirchhof law.
Therefore, the (2.52) can be written as the (2.53):

Qex =04y (T14 - T24) " & (2.53)

2.3.3 Structure Model And Transmission Losses

The CARNOT Blockset includes the structure block where it is possible to change the
considered layers number. A simplified structure with a fixed number of layers is used in this
work in order to makes it possible to use a discrete solver, necessary for the HiL simulation
(see chapter 5). As it is shown in Figure 2-10 the walls are represented by three capacities C;,
C, and C; and two resistances R; and R,. Furthermore, the external resistances are present:
Ramp, Reony @Nd Ryqgq.
Where:
- Rgmp is used in the calculation of the convective and radiative heat exchange between
the external surface of the wall and the ambient;
- R.onyis Used in the calculation of the convective heat exchange between the surface of
the wall and the convective node;
- R,,q is used in the calculation of the radiative exchange between the wall surface and

the radiative node.
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Figure 2-10: Sketch of the walls model
The equations regarding the balance on the node 1 are:
. 1
Qamb = (V1 — Jamp) R_ (2.54)
amb
. 1
Q1 =, —91) N (2.55)
1
. . d9(xy1)
Qamp — Q1 = (1 - dtl (2.56)

This model is used for the external walls and ceilings while for the windows and internal walls

only two capacities are considered. The relevance of the wall discretization is analysed in the
appendix A1.3.
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3 HEAT PUMP AND CONTROLLER MODEL

3.1 INTRODUCTION

The micro-heat pump (m-HP) works in combination with the mechanical ventilation with heat
recovery system. During the wintertime, the m-HP uses as heating source (evaporator) the
exhaust air, and as cooling sink (condenser) the supply air. The extract air (ext,0) goes
through a filter (7) and then it flows in the heat exchanger, where it is cooled down by the
supply air. The exhaust airflow goes through the fan (9) and trough the evaporator where the
airflow is cooled down by the evaporation of the refrigerant (11). The ambient air passes the
defroster (5), the filter (6), the heat exchanger (16), the fan (8), the condenser (13) and the
backup heater (15). The defroster (5) is necessary to heat up the ambient airflow when its
temperature is too low, in order to avoid ice formation in the heat exchanger. The backup
heater (15) works in times when the heat source of the m-HP is not high enough to cover the
building heat load. Figure 3-1 shows the scheme of the micro-heat pump and of the heat
recovery system. The backup heater is composed by a resistance and its maximum power is
600 W.

(2, ext0 T (3)
— @ sup.2 @ ./

(15) M

Ambient air
! Extract air
— X
& 4\":'-—:] Supply air
Exhaust air
Defroster HRC

Filter ambient air
Filter extract air
Ventilator supply air
Ventilator exhaust air
Compressor

(speed controlled)
11 Evaporator

OCoONOOTULLHA, WNBR

=
o

(9) 12 Throttle
@ 13 Condenser
® oo X:-%?.: . 14 Hot gas defrost bypass
— X 15 Supplementary heater
IZ' 11) (14) 16 Heat exchanger
(a)

Figure 3-1: Heat recovery system and micro-heat pump scheme (Siegele, 2015)
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An important aspect of the m-HP operation is the ice formation in the evaporator.

As this is not avoidable, de-icing intervals are necessary. The ice presence on the evaporator
increases the airflow pressure drop, reduces the heat transfer and can even damage the
ventilation unit. The de-icing control of the heat pump is based on the evaporator surface
temperature and on the time. If the evaporator temperature is lower than the set point
temperature the time counter starts. If the time count reaches a fixed value, and the
evaporator temperature is still lower than the set point, the de-icing starts for a fixed time
interval. During the de-icing period, the heat pump cycle by-passes the condenser thanks to
the by-pass valve (14). When it is activated, the refrigerant gas goes directly to the evaporator
where it melts the ice.

The m-HP has a four poles electric motor:

min

=L 2]

Furthermore, an inverter is present in order to change the input frequency.

(3.1)

The m-HP frequency range is 49 Hz — 150 Hz, where 49 Hz corresponds to the m-HP
switched off and 150 Hz corresponds to the maximum m-HP power. The backup heater has a
maximum power of 600 [W] and it can be modulated from 0 [W] to 600 [W]. In the whole
working range of the backup heater, the m-HP works with the maximum power. The backup
heater power is regulated by the same controller used for the m-HP. The frequency is used in
order to define the heating system set point power. Actually, the m-HP frequency is

modulated, while the backup power is controlled with a TRIAC.

3.2 PHYSICS OF THE HEAT PUMP AND OF THE COMPRESSOR

3.2.1 Ideal Cycle

Figure 3-2 shows the ideal heat pump cycle in the P-h diagram. The main phases are:
- 1-2: The compression of the refrigerant fluid that is drawn as a constant entropy
process.
- 2-3: The condense occurs at constant pressure, without pressure drop losses.
- 3-4: The expansion valve realizes the lowering of the pressure with a constant
enthalpy process h, = h;.

- 4-1: The refrigerant fluid evaporation occurs at constant pressure.
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Log P

Figure 3-2: Ideal cycle in log(P)-h diagram (SWEP, 2016)

3.2.2 Real Cycle

Figure 3-3 shows the real heat pump cycle in a log(P)-h diagram. In the real cycle, the
refrigerant is overheated (temperature difference between the point 1.2 and 1.1), this is
necessary in order to ensure that only vapour flows in the compressor, in fact a liquid
presence can damage the compressor. Anyway, the level of overheating should be minimized
in order to minimize the compressor works and the heat transfer surface of the evaporator.

The enthalpy of the point 1 is a function of the evaporator temperature and of the overheating:
hy = f(ﬁevap' Yoverheat)-

In a real cycle, the liquid refrigerant is sub-cooled by the condenser (temperature difference
between the point 3.1 and 3.2). This is done in order to increase the capacity of the
refrigeration process and in order to avoid the formations of gas bubbles in the inlet flow of the
expansion valve. The formation of these bubbles can occur if the refrigerant is not sub-cooled
because of the pressure losses between the condenser and the expansion valve cause the
formation of flash vapour. The presence of these bubbles, disrupt the regulation mechanism of
the expansion valve. The enthalpy of the point 3 is a function of the condenser temperature

and of the sub-cooling: h; = f(cond, Isup)-

The compression process does not follow the entropy line, this increases the compression

works.
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Log p

Figure 3-3: Real cycle in log(P)-h diagram (SWEP, 2016)

3.2.3 Coefficient of Performance

When the cycle is used for heating purpose, the useful effect is the thermal power delivered by
the condenser to a secondary fluid (Q,), vice versa when it is used for cooling purposes, the
useful effect is the thermal power removed from a secondary fluid from the evaporator (Q,).

The first law of thermodynamics is reported in the equation (3.2):

Q+tL=0 (3.2)

Where L is the compression works. The coefficient of performance COP is defined as the ratio

between the useful effect and the work:

COP = % (3.3)
The maximum theoretical efficiency is:
cop = —1 (3.4)
I—-T

Where, T; is the temperature of the hot fluid and T, is the temperature of the cold fluid.

3.24 Evaporator

The mean logarithmic temperature of the airflow over the evaporator is written in equation
(3.5) (INSPiRe, 2014) and (Ochs, Dermentzis, Siegele, & Wolfgang, 2014):
(‘Sexh,o - l(jevap) - (‘9exh,1 - 19evap)
Aevap = 9 9 35
In <( exh,0 — evap)) ( . )
(ﬁexh,l - 1(,evap)
Where 9.y,p is the temperature of the refrigerant fluid in the evaporator.
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The power exchanged with the evaporator is given by the equation (3.6)
Qevap = UAevap : ATevap =1 (hexno — fexn,1) (3.6)

Where UA,,q, is the global heat transfer coefficient of the evaporator multiplied for the area of
the evaporator.

3.25 Condenser

The mean logarithmic temperature of the airflow over the condenser is written in equation
(3.7) (INSPiRe, 2014) and (Ochs, Dermentzis, Siegele, & Wolfgang, 2014)

_ (ﬁsup,l - 19601101) - (ﬁsup,o - ﬁcond)
ATcond -
(19sup,1 - 196011(1) (3-7)
In
(ﬁsuo,o - 19cond)
Where 9.4 IS the temperature of the refrigerant fluid in the condenser

The power exchanged with the condenser is given by the equation (3.8)
Qevap = UAcona " ATcong = m - (hsup,l -

hsup,O) (3.8)

Where UA,,,q is the global heat transfer coefficient of the condenser multiplied for the area of
the condenser.

3.2.6 Compressor

The mechanical energy equation for a fluid element is:

cdc+gdz+vdp+F—-6L=0 (3.9

By disregarding dc, dz and R, the compression work can be expressed by the equation (3.10)

SL=vdp (3.10)

The subscript is, means isentropic. With the integration of 8L it is possible to define the
isentropic work for a compression process from 1 to 2;:

1

S N L
2ig 2is 1 2is 1 py _V
Lis=f vdp=L=f [pl] 1f p ¥dp= -t |2 T (3.11)
1 1 P11 — v
P1

For an adiabatic process of an ideal gas p v¥ = cost = p; v}/ with y = 2

Cy
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The real compression process is different from the ideal compressor process because:
- Mechanical friction n,,;

- The real process is not adiabatic so the isentropic efficiency as to be considered

Lis _ hzz2—hy,

= . nis depends on the pressure ratio;
Ly ha1—h12

Nis =

- The electric efficiencies of the electric engine and of the inverter have to be considered

Nels
The energy demand of the compressor for unit of mass flow is:
Lis
L =— = (3.12)
Real NMm Mis Met
The mass flow moved by the compressor is:
mrefrigerant = Nvol Psuction i Vdisplacement n (313)

Where:
1
- Mvol = 1 — Veearance ([%7—1) is the volumetric efficiency where V.egrance 1S the

clearance volume fraction and g is the pressure ratio between the final pressure and
the initial pressure. The volumetric efficiency decreases if the pressure ratio increases.
- i is the number of cycles for each rotation;

- nis the number of rotation per second.

3.3 CONCEPTS OF THE CONTROLLER

3.3.1 Introduction

In this work, a closed loop control is studied where the controlled variable is the temperature
of the hallway (Figure 1-2), zone 5. In the complex model, the operative temperature is taken
for the control. The controlled temperature is monitored and compared with the reference
variable. With the difference of these two variables, the error is calculated. The input of the
control system is the error and the output is the frequency that the heating system should
reach in order to deliver the optimum supply air temperature. The controller is continuous so
the controlled variable can change with discrete values within the controller output range. The
hardware controller of the m-HP, consist of a Pl control and a lookup table as it is explained in

the concept 1. The Pl parameter determination is carried out in the chapter 4.

3.3.2 Concept 1

Figure 3-4 shows the closed loop control. The concept 1 of the controller involves a PI
controller and a lookup table. In this case, the Pl controller delivers the set point for the supply

air temperature in function of the error. The input is the error and it is calculated as the
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difference between the controlled temperature and the set point temperature. The set point
supply air temperature delivered by the PI controller is the input for the lookup table that
contains the information about the different heating system working points. The lookup table
output is the set point frequency for the heating system. The lookup table of the controller can
be one or more dimensional in function of the degree of detail. The differences between a one
dimensional and a two dimensional lookup table are described in chapter 4.5.1. Here with the
second dimension the dependency of the system by the ambient temperature is introduced.
As it is discussed in the chapter 5.1.2 it would be possible to introduce also the dependency

from the extract air humidity content. The heating system model is described in chapter 3.5.2.

ﬁcontrolled

4

ﬁcontrolled,set =m e(t) PI ﬁsup,set LOOkUp fset > Heating asup

Table system Building

Figure 3-4: PI-LuT controller scheme
3.3.3 Concept 2

The implementation of a second PI controller (Figure 3-5) is another possibility for the set
point frequency determination. Here, the first Pl controller delivers the set point for the supply
temperature in function of the difference between the sensitive temperature and the set point
temperature of the zone 5. The second PI controller input is the difference between the set
point temperature of the supply air and the real supply air temperature provided by the heating

system, and its output is the set point frequency.

6contro|led

Building

ﬁcommued,set‘(\ e(t) Pl Dsup,set (\ e(t) Pl fet Heating Gsup
- - system

Figure 3-5: PI-PI controller scheme
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3.4 MATHEMATICS OF THE PI CONTROLLER

The PI controller schema is shown in Figure 3-6:

S
H o]

e(t) y(t)

Figure 3-6: PI controller

Equation (3.14) shows the PI controller equation:
y()=e() K, +K;- f e(t) dt (3.14)

The proportional part delivers an output proportional to the error as it is shown in the equation
(3.15).

Yp(t) =Ky - e(t) (3.15)

The intensity of the response y,, depends on the error and on the K;, magnitude.

This part of the controller reacts without lags and only if a system deviation iis present. With a
proportional control, a steady state error cannot be completely balanced because the
proportional part delivers a constant output if the error is constant.

With a PI controller the integral part, continues to change the manipulated variable, as long as

the error is not zero. The equation (3.16) shows the equation of the integral part.
y; = K; -fe(t) de; K; ==L, (3.16)

The response of this part of the controller depends on the error and gain magnitude. The
lower the integrative time constant T, is, the faster the manipulated variable response is. A
controller with just the integral part is slower with respect to a proportional controller. It is
possible to speed up the integral response by reducing the T, value, but this can cause
instability in the system.

The lacks of the integral and proportional part are balanced with a Pl controller. The system
responds faster to the error thanks to the proportional part while the integral part starts to gain

influence with a delay, but it ensure a zero error at every working points.

3.4.1 Steady State Error

In order to reach a null error an integrative part is necessary. With the integrative part, the
error can be fully corrected at every working point. In order to understand better this concept,

the system of Figure 3-7 is considered.
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C(s) .

Figure 3-7: Example system according to (Borghetti, 2012)

Here the reference value is 9(s), while the output value is C(s). Therefore, the system is
producing an error e(s) = 9(s) — C(s). It is possible to write the same system in an open loop

with the equivalent transfer function, this is shown in Figure 3-8.

O(s) R i Go(s) Cls)
- T+ 1 Gols) - Ho(S)

Figure 3-8: Equivalent system

The error of this system is written in equation (3.17):

B - Go(s) () - (14 - Go(s) - Hy(s) — u- Go(s))
e(s) = 9(s) - 1_1+“'G0(s)_Ho(s)]_ e (3.17)
Gy, H, are canoic transfer function:
6(s) = - Go(s) = bz 1 S) (3.18)

9T, (-1 9)
Where:

u is the transfer function gain;
- g is called type of the transfer function, H, has type zero while G, may has type higher

than zero;

. 1 1
- 1, T; are time constants where 7; = - and 7; = ——;
i

pi
- z; are the zeros of the transfer function;
- p; are the poles.

By using the final value theorem, it is possible to calculate the final output of the system,

represented by the transfer function.

t11_>r2) gt) = £1_r)r3 s-G(s) (3.19)
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With the final value theorem and the expression (3.17) of the error, it is possible to analyse

which final error the system delivers in function of the transfer function type. If the transfer

function has type zero, its final value with a step input% is the gain of the transfer function:
li ! G(s) = (3.20)
s G =un '

By using the final value theorem with e(s) it is possible to deduce the following conclusion:

- If Gy has type zero the final value of the error will be: ﬁ Therefore, the error will never

be zero. This is the case of the proportional controller where the integral part is not
present. If the system should deliver as less error as possible, a high proportional gain,
is necessary. However, this can lead the system to instability conditions.

- If G, has type higher than zero, the final value of the error will be zero. This is the case

of a PI controller where the integral part ensures a type higher than zero.

The PI parameters are calculated with the study of the dynamic response of the system (see
chapter 4.3 and 4.4).

3.4.2 Anti-Windup

The anti-windup is important in order to ensure a fast response of the system when the output
is limited, as in the case of d,,,. When the output is fixed at the maximum (minimum) value
and the error is still increasing (decreasing), the integral output is continuing to grow.
Therefore, when the error changes its sign, it is necessary to wait the desaturation of the
integrator in order to see a decrement of ds,,,,. In order to reduce this problem the anti-windup

is necessary. Different kinds of anti-windup are studied in this work.

Back calculation anti-windup

Figure 3-9 shows the back calculation anti-windup. When the output reaches the maximum
(minimum) value, the difference over the saturation block is multiplied for the back coefficient
(Kg) and then it is summed up to the integrator input. Since the difference over the saturation

block is negative (positive) it is reducing (increasing) the integrator input.
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e(t) f y(t)
.— >

Figure 3-9: Back calculation anti-windup

Conditional integration anti-windup

Another kind of anti-windup is shown in Figure 3-10. Here, when the output reaches its
maximum or the minimum value, the input of the integrator is fixed to zero. The minimum and
maximum values of the saturation block are particularly important for this kind of anti-windup,
as it will be discussed in the section ‘Conditional Integration Anti-Windup Sensibility to the

Saturation Block Limits’.

e(t) f y(t)
o

1
oo

—i0

Figure 3-10: Conditional integration anti-windup

Comparison

The following figures show the differences between a control system without anti-windup, with
the back calculation and with the conditional integration anti-windup. The output limitation of
this system is 90, the proportional gain is 0.5 while the integral gain is 1. In Figure 3-11 it is
possible to notice that the input starts to decrease after 100 s and it changes the sign after
200 s while the output decreases only after 420 s. This lag is due to the integral part that

continuously increases its output as long as its input is positive.
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Figure 3-11: Control behaviour without anti-windup

Figure 3-12 shows the idea of the back calculation anti-windup. In this case, the output signals
starts to decrease after 200 s (the half respect to the case without anti-windup). In this case,
the integral part is able to follow the input behaviour, so there is no delay between the moment
in which the input signals becomes negative and the moment in which the output starts to

decrease.

System output Input signal | part P part ‘
T T T T

RN

i

o
T

120

:50 1 1 1 1
0 50 100 150 200
time / [s]

Figure 3-12: Control behaviour with back calculation anti-windup

Figure 3-13 shows the conditional integration anti-windup. When the output is equal to 90 the
saturation is working and the integral part is hold. At 190 s, the integral part is not hold
because the proportional part is sufficiently decreased. Also with this kind of anti-windup the
delay between the period of time in which the input becomes negative and the output starts to

decrease is reduced with respect to the case without anti-windup.
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Figure 3-13: Control behaviour with conditional integration anti-windup

Conditional Integration Anti-Windup Sensibility to the Limits of the Saturation Block

With the conditional integration anti-windup, the lower and higher limit values of the saturation
block are critical values. By considering a practical case is easier to understand why the
maximum and minimum saturation block values are important. If the controller starts with a
null initial value for the integral part, only the proportional part is activated until the output of
the controller is higher than the lower limit of the saturation. The system needs an error higher
than the ratio between the lower limit of the saturation block and the proportional gain before

that the integration part starts to count and gain influence on the output. This means that if the
lower limits of the saturation block is 20°C and the proportional gain is 35 [E] the system

needs an error of 0.571 [K] before that the integrator is enabled to count and to gain influence
on the controller output. If the lower limit of the saturation block is 10°C, the system needs an
error of 0.285 [K]. If the maximum and minimum values of the saturation block change, also
the operative interval of the lookup table of the controller has to be changed according to the
maximum and minimum value of the saturation. Figure 3-14 shows the comparison between
the results of the same model with the same boundary conditions but with different lower value
of the saturation block. The case 1 shows the results when the lower temperature limit of the
controller is 10°C while the case 2 shows the results when the lower temperature limit of the
controller is 20°C. The initial error for both cases is 0.4 [K]. As before described, the case 2
needs an error of 0.571[K] in order to enable the system frequency to increase. The frequency
starts immediately to increase in the case 1 because from the first instant the system has

already an error higher than 0.285 [K].
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Figure 3-14: Comparison between a controller with a lower saturation limit of 10 °C (case 1) and a lower
saturation limit of 20 °C (case 2).

3.5 SIMULINK IMPLEMENTATION

3.5.1 Controller

The controller model, developed in Simulink, involves a PI controller and a lookup table. The
sensitive temperature is taken from the zone 5 and a transfer function is used in order to
obtain the controlled signal that is subtracted from the set point temperature. The transfer
function represents the measurement chain delay and it has a time constant of 2s. In
Simulink, it is possible to choose between the three types of anti-windup as before mentioned.
The output of the PI controller is the input for the lookup table. Figure 3-15 shows the Simulink
controller. By changing the variable HP. a_w it is possible to switch between the different types
of anti-windup. The Pl with conditional integration anti-windup 1 and with back calculation anti-
windup are explained in section 3.4.2. The Pl with conditional integration anti-windup 2 is
slightly different because it holds the integrative part only when the system reaches the
saturation maximum value and not when the saturation regards the lower limit. With the
variable HP. LuT and the switch, it is possible to use a 2D lookup table or a 1D lookup table or
a second PI controller. The differences between these three cases are explained in chapter
3.4.2.
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Figure 3-15: Simulink implementation of the controller
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The PI controller output is limited between 20 °C and 45.9 °C. The lookup tables use a linear

interpolation. The 1D lookup table points are shown in Table 3-1. This lookup table does not

extrapolate its output.

Table 3-1: 1D lookup table

fset

200 | 490

23.7 | 500

253 | 700

273 | 900

- 288 | 1100
3 303 | 130.0
» 30.8 | 150.0
345 | 1750

383 | 200.0

421 | 2250

459 | 2500

The 2D lookup table points are shown in Table 3-2. In this case, the outputs are extrapolated

when the ambient temperature is higher than 5 °C or lower than -4 °C. The extrapolation is

linear. The accuracy of this extrapolation has to be validated by measuring further working

points of the m-HP.
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Table 3-2: 2D Lookup table

ﬁamb,o/ [OC]
4 0 5

20.0 0 0.0 0.0

23.7 74.4 50.0 0.0

253 94.1 70.0 0.0

_ 273 119.4 900 | 68.1
2, 28.8 150.9 1100 | 80.1
= 30.3 161.2 1300 | 943
g 30.8 164.0 150.0 | 101.7
@ 34.5 189.0 175.0 | 157.1
383 2140 | 2000 | 182.1
42.1 2390 | 2250 | 207.1
45.9 2500 | 2500 | 232.1

The measured points are determined with constant volume flow and 9., , and with dry extract
air. It would be possible to extend the lookup tables by measuring more working points for
examples with different volume flow, with different degree of absolute humidity and

temperature of the extract air.

3.5.2 Heat Pump Model

Introduction

Figure 3-16 shows the sketch of the m-HP and backup heater model.
The Simulink m-HP model uses a lookup table. Its inputs are the set point frequency set by
the controller and the ambient temperature and its output is the power provided by the m-HP
in this condition. After the lookup table, a transfer function is present, which is necessary to
slow down the system response and makes the heat pump behaviour more realistic. The
backup heater model involves another lookup table, which delivers in function of the system
frequency, the backup power. The backup heater has a linear behaviour, i.e. its power is
proportional to the input frequency. The powers of the m-HP and of the backup heater are
then summed up and the supply temperature is calculated with equation (3.21):
Usup2 = Isup,o + % (3.21)
air "¢
Where:
- Q is the power delivered by the heating system [W];
Ysup,0 1S the air temperature of the supply air flow after the MVHR [°C];

. . . . . 3
V.ir 1S the volume flow of the mechanical ventilation system [mT]
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Figure 3-16: Sketch of the m-HP and backup heater

Micro Heat Pump model

Figure 3-18 shows the m-HP model. The frequency is normally limited between 49 Hz and
250 Hz, but when the minimum runtime test is activated (see section 3.5.2, minimum runtime)
it is limited between 50 Hz and 250 Hz. This test forces the heat pump to work for at least the
prefixed time, even if meanwhile the system frequency is decreased to the minimum level.

The frequency and 9,,,,, are the two inputs of the lookup table. 9,,,, corresponds to 94
with limited lower value, because of the pre-heater contribute. Its output is the power delivered
by the m-HP, with a fixed frequency, in function of 9,,,;, the m-HP supplies different thermal
power because its performance changes with the working point.

A switch controlled by the de-icing test is present, after the lookup table. When the heat pump
is in the de-icing period, it delivers a zero power to the system. The dymamic behaviour of the
m-HP is modelled by using two transfer functions with two different time constants. In function
of t est 2 the transfer function is selected by means of the swi tch 3. Two different time
constants are necessary because the switching off and switching on dynamic behaviours are
different. The system takes more time when it is switching on compared to when it is switching

off, this effect is mainly due to the following aspects:

- The thermal losses accelerate the temperature decreasing during the switching off
period;

- Another hypothesis is the following: After a period in which the heat pump is switched
off, the refrigerant fluid is all in a liquid form in the evaporator because there is no valve
for the refrigerant receiver. Therefore the evaporation of that liquid with resulting heat
production takes time.

Figure 3-17 shows the switching on and off heat pump behaviour. As it can be observed, the
heat pump needs 63 min to reach the maximum supply temperature, while it needs only 3 min

to decrease the supply air temperature when it is switched off.
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Figure 3-17: Heat pump on off behaviour (measured)

The t est 2 is true when the heat pump is in the de-icing period and it is switched on or when

it is switched off.
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Minimum runtime test
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test time constants
P test De-icing
Test De-icing
Test ime constants
test2
—p| Freq

test1

Figure 3-18: m-HP Simulink model

Figure 3-19 shows the logic scheme of the heat pump time constants control that involves the
minimum runtime and the de-icing tests. These are explained in the following chapters. The
flow diagram of Figure 3-19 has as input the de-icing count, the minimum runtime count and
the system frequency and delivers as output the HP time constant (r; for switching off
behaviour and 7, for switching on behaviour). The explanations about the minimum runtime
count and the de-icing count, are reported in the following two sections. When the minimum
runtime count is higher than zero, the HP must stay in operation until it reaches the value
zero. When the de-icing count is higher than HP. t 2, the HP is doing the de-icing. The flow
diagram test description is the following: when the minimum runtime test is true, or when the
HP is not in the de-icing period or the system frequency is higher or equal to 50 Hz the test is
true and the heat pump time constant is 7; otherwise it is false and the heat pump time
constant is 7,. When the heat pump is switched on the time constant is t; while when the heat

pump is switched off or it is in the de-icing period the time constant is t,.

38



De-iceing test z,
System frequency j
Minimum run time testy

fyistrue
OR
If z is false
OR
j250

A

T=T,=130s T=T1,=10s

Figure 3-19: Flow diagram of the time constant control

De-icing test

The de-icing behaviour is predicted in Simulink model by a logic test, based on the time and
the power delivered by the system. Figure 3-20 shows the implementation of the de-icing test
in Simulink. The output of the integrator grows linearly with the time. When this signal is equal
to the de-icing interval (e.g. 2 hours plus 10 minutes) the integrator’'s output is reset to zero.
The test 3 is true from the point of time in which the output of the integrator is equal to
HP. t 2 (e.g. 2 hours) to the point of time in which it falls down (e.g. 2 hours plus 10 minutes).
Thet est 6 is true when both the t est 3 and 4 are true, so when the system is switched on
and it is in the de-icing period. The t est 2 is true when the t est 6 or the t est 5 is true.
The model cannot predict exactly the de-icing period because the refrigerant cycle is not

modelled, i.e. the refrigerant temperature is not available.
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Figure 3-20: De-icing Simulink model
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Figure 3-21 shows how the test 1 of the de-icing controls the heat pump power (see Figure

3-18)

Minimum runtime

A4

De-iceing count i,
system frequency j

HP power =0

Ifi 2 HP.t2
And
j250

A4

HP power from
the LuT

Figure 3-21: Flow diagram of the de-icing control

The m-HP minimum runtime is implemented in the model. Therefore, it is possible to change

the minimum time for which the m-HP should run when it is switched on. Figure 3-22 shows

the Simulink model implemented in order to set the minimum runtime. The | ogi cal

oper at or is true when the integrator count is higher than zera or the system frequency is

increasing. When this test is true, the i nt egr at or inputis 1 otherwise it is 0. If the integrator

input is one, the integrator counts as long as its output is lower than HP. t on, than it is reset to

zero. When the heat pump is switched on the count starts and as long as it does not reach the

HP. t on value, the heat pump cannot be switched off. If during this period the frequency is

reduced to values lower than 50 Hz, the heat pump is obligated to work as long as the

minimum runtime is fulfilled.
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Figure 3-22: Minimum runtime test
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Figure 3-23 shows the flow diagram of the minimum runtime test and how it controls the

minimum frequency of the heat pump (see Figure 3-18).

Minimum run time count i,

»

system frequency j

x=1 x=0
A 4
If y <HP.ton
y(i+1)=y(i)+x
Else
y(i+1)=0
True False
Min freq = 50 Hz Min freq = 49 Hz

Figure 3-23: Flow diagram of the minimum runtime

Figure 3-24 shows an example of the minimum runtime operating principles. The first subplot
shows the input frequency, the second subplot shows the integrator output and the third
subplot shows the minimum runtime test. The minimum runtime here considered is 5 min. The
input frequency has a step at time O, in fact the count starts immediately. Then the input
frequency decreases to 0 Hz after 3 min while the minimum runtime test remains true until
5 min. The third and fourth frequency steps are longer than the minimum runtime. Here it can
be seen that the heat pump can be switched off when the input frequency becomes 0 Hz, if it

worked for a period longer than the minimum runtime.
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Figure 3-24: Example of the minimum runtime test

Backup heater model

Figure 3-25 shows the backup heater model. The controlled temperature (T room) is
subtracted from the set point temperature of the backup. The backup heater starts when the
controlled temperature is lower than the backup set point temperature. The relay block is
necessary to reduce the number of On/Off backup cycles. The input frequency is rescaled in
order to fit only the backup heater range and then a lookup table is present, which delivers the
backup heater power as a function of the frequency. The output of the product 1 is the
backup heater power. The transfer function is necessary to slow down the system and to
obtain more realistic dynamic behaviour. Test BU is an output of the backup heater model

and it is used in the system frequency determination (see the next section).

Test BU

|, |

Constant 1
i 10N
"Ct — ) % :
>
T room Relay - 10s+1 p BU
Switch1 Product 1 ower

HP.set_point-HP.Toffset
set_poin oftse Constant 2

Set point BU temperature

1-D T(u)

«D C )£ i
eq 150 max freq BU

freq, Tamb to Power BU

BU min freq

Figure 3-25: Backup Simulink model
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System Frequency determination

The system frequency is different from the set point frequency set by the controller because of
the de-icing, the backup heater set point and the minimum runtime. For these reasons,
another block is developed in order to plot the real frequency and it is shown in Figure 3-26.
The i nput 8 is the frequency set by the controller and the i nput 9 is the de-icing test as
before explained. When the two-dimensional lookup table is chosen in the controller and the
ambient temperature is lower or higher than the measured values, its output can be outside
the real frequency interval. In this case, the sat urati on 1 block limits the system frequency
into the real interval. The t est 4 is true when the heat pump is doing the de-icing and the
system has a set point frequency lower or equal to 150 Hz in these conditions the swi tch 2
sets the frequency to 151 Hz. If the heat pump is in the de-icing period and the system has a
set point frequency higher than 150 Hz, the test 2 is true and the switch 1 sets the
frequency to 251 Hz. The swi t ch 3 takes 150 Hz as frequency if the set point frequency is
higher than 150 Hz, otherwise it takes the frequency set from the swi t ch 1. If the backup is
switched on (BU t est) the swi t ch 4 takes the frequency from the swi t ch 1 (so if there is
the de-icing, the frequency is 251 Hz otherwise it is the set point frequency from the
controller). If the backup is switched off, but the set point frequency is higher than 150 Hz (i.e.
when the controlled temperature is higher than the backup set point temperature) the system
frequency is fixed to 150 Hz. If the backup is switched off, but the frequency is lower than
150 Hz then the set point frequency from the controller is taken. The swi t ch 5 considers the
minimum runtime test: if it is true the minimum frequency is limited to 50 Hz otherwise it is
limited to 49 Hz.

251

BU1

{>0 Saturation2

A

Switch 1

—a

Switch 4

— System frequency
Switch §

&>

Test 1 De-icing

Freq set -
Saturation1

Saturationd

BU3 '_>0\—

g T—

Test4

Switch 2

BU6

Figure 3-26: System frequency determination

Figure 3-27 shows the flow diagram of the system frequency determination. The set point
frequency is set by the controller. The de-i ci ng test 1 is explained in the chapter 3.5.2,
De-icing test. The t est BU is explained in the chapter 3.5.2, Anti-windup heater model. The

m ni mum runti ne test is explained in the chapter 3.5.2, Minimum runtime.
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Figure 3-27: Frequency determination flow diagram
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Analysis of the Efficiency

Figure 3-28 shows the heating system power calculation. The set point frequency is limited by
the saturation block, between 50 Hz and 150 Hz. The COP (Coefficient of Performance) of the
m-HP is calculated with a two dimensional lookup table as a function of the ambient
temperature and of the frequency. The m-HP electric power demand is given by the m-HP
thermal power divided by the COP. During the de-icing period, the m-HP changes its energy
consumption. For this reason, another lookup table is present and it delivers the de-icing
electric power demand as a function of the ambient temperature. The swi tch 6 takes the
power required by the HP during the de-icing of for the normal behaviour as a function of the
test 1 De-icing. The two lookup tables use measured values. The backup heater is an
electric resistance, so its energy demand is equal to the thermal energy provided to the airflow
(BU power). Furthermore, the consumptions of the pre heater and of the fan are considered
with (El _power vent). All the powers are added and from this sum, the heating system

power demand is determined. The energy demand is determined by the integration of the total

power.
1-D T(u)
Tamb to power 3 : > ON >+
= L
Test 1 De-icing +
2-DT(u) Switché g Total power
1) » ul +
Tamb
& u2
Freq set
max freq HP freq, Tamb to COP HP power
D,
BU power

El_power_vent

Ventilation system power

Figure 3-28: Total power calculation
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4 SYSTEM PARAMETERS DETERMINATION
AND OPTIMIZATION

4.1 INTRODUCTION

The studied system (building and heating system) can store energy, i.e. the state of the
system can change only gradually. The controlled variable responds with delay to manipulated
variable changes. Therefore, the new steady state of the controlled variable is reached after a
finite time. The parameters tuning is done in order to achieve the desired control response for
the studied system (SAMSON, 2003). Response velocity, few oscillations, stability and small
overshoot are the goals for a good controller, but these requirements may conflict with one
another. An incorrect gains determination can lead the system to the instability. When the
system becomes instable, its output diverges and it is limited only by a saturation or
mechanical breakage (Wikipedia, 2016). This can happen with too high gains.

A linear system is stable if for each limited input, it has a limited output over a time interval
[to,*) for all the initial condition. With the transfer function analysis of the system, it is possible
to understand if the system is instable. The equation (4.1) shows a generic transfer function:

Hﬁ—l(l_‘[l.s) T = -1 T = -1 (41)

s9-T[L(1-7;°5) zi pj

G(s)= p-

z; are the zeros and p; are the poles of the transfer function, they can be real or complex. The

system is stable, if all the poles of the closed loop transfer function have a negative real part.
In this section is studied the Laplace transform of a simple linear system for a little variation

governed by the following equations:
AQl =H Aoyt — H - Apoom (4.2)
AQZ = msupply air * Cprair” (Aﬁsupply - A"9room) (4-3)

Croom *S A19room =—-H- A19room +H- A19@9(15 + m'supply air * Cprair’ (Aﬁsupply - Al9room) (4-4)

Since this system is linear, the superposition principle can be used. It is possible to analyse the
system by considering only Adg,,y, and Ad,y,m,. SO in this scheme 9,,; is considered as a

constant.
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The following equation is obtained, by solving the equation (4.4) for AY,yom:

msupply air * Cpyair ]
DS, oom = Asuppi [ . (4.5)
room SUPPLY | H + Msupply air * Cprgirt S - Croom
The transfer function of this system is:
[ Msupply air * Cprair ] (4.6)
H + msupply air * Cprairt S Croom .

With the transfer function poles analysis, it is possible to know if the system is stable. In this
case there are no zeros and just one pole:
H+ msupply air * Cprairt S - Croom =0

H+ msupply air " Cpiair (4-7)

s=-
Croom

Because all the values inside the (4.7) are positive, the pole is always negative, so the simple

analysed system is always stable for each limited Adgy,;,p,y, -

Now the same system is studied with the PI control without saturation in order to keep the
system linear. The Laplace transform of the PI controller for a little variation is governed by the

following equation:

K:
(Aﬁset - A191”001m) ’ (Kp + ?L) = A195111:71:7131 (4-8)

Figure 4-1 shows the scheme of the described example:

At m Controller Transfer A System Transfer A room
4\ Function Function >

Figure 4-1: System scheme

This system can be represented by an equivalent transfer function with an open loop

configuration:

A, Equivalent AY oom
— > Transfer — »
Function

Figure 4-2: Equivalent scheme
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The equivalent transfer function is the following:

(K + &) . ( m'supply air * Cprair )
_ p S H+ Msupply air Cpiairt S - Croom
Adroom = Adger - K. ™ e Cpons (4.9)
1+ (K +_1) ( . supply air * CPrair )
p S H+ Msupply air * Cpairt S - Croom
By simplifying the equation (4.9), the equation (4.10) is obtained:
(K + &) . ( msupply air " Cprair )
P s H+m ir * Cprqirt S * C
Aﬁroom — Aﬁset . e supz;g air P.al‘rc : room (4.10)
1+ (K +_l) ( . supply air * CPrair )
p S H+ Msupply air Cpgirt S - Croom
With the following parameters the equation (4.10) can be simplified in the equation (4.11).
H
- Q= ’
Msupply air CPrair
_ b = Croom
Msupply air Cprair
A9 N Kp + Ki
oM sz pts (K, +a+1)+K; (4.11)
The poles of the transfer function are written in the (4.12):
s2-b+s-(Ky+a+1)+K; =0
—(Kp+a+1)+\/(Kp+a+1)2—4-b-l<i
515 2.b (4.12)

—(Kp+a+1)—\/(Kp+a+1)2—4-b-l(i
527 2D
A, b, K;, K, have always positive values so s, is always negative.

siis negative only if: —(K, + a + 1) < —\/(Kp +a+1) —4-b-K
Since the values are all positive it is possible to square it, then is easier to notice that:
(K, +a+1)"> (K, +a+1)"—4-b-K; is aways true.

Therefore this simple system is always stable for every value of 4, b, K;, K,,.

The system can become instable by considering also the heat pump transfer function. The
Figure 4-3 shows the sketch of the system.

AS Controller AS HP System
et =+/\ Transfer supset Transfer ABsup Transfer Aﬁm%
k/ Function Function Function

Figure 4-3: Simplified system 2
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1

The heat pump transfer function is
1+Ty's

where Ty is the time constant of the heat pump. The

transfer function of the whole system in an open loop configuration is shown in the equation
(4.13).

Kp -S+ Ki
s-(TH-s+1)-(1+a+b-s)+(Kp-s+Kl-)

Aroom = Agey - (4.13)

All the changes in the root sign can be determined by the application of the Routh-Hurwitz
method (Bhattacharya, 2013) to the transfer function denominator:

s (Ty-b)+s? (Ty+b+a-Ty) +s- (K, +1+a)+K;
The Table 4-1 shows the results of the Routh method application.

Table 4-1: Routh-Hurwitz method

Ty-b Ky,+1+a

TH+b+a'TH Kl

Ty b-K)—[(Ky+1+a) Ty +b+a-Ty)]
_(aTH+TH+b)

According to Routh if all the elements of the first column are positive, the denominator roots
are all negative. This is the desired case because it means that the system is stable. The
element in the third row of the first column is the only one that can be negative, so the

following inequality should be satisfied:
Ty b-K)<[(Kp+1+a) (Ty+b+a-Ty)] (4.14)

In this case, K; and K, cannot be choosen freely but they has to satisfied (4.14) in order to

ensure a stable control.

4.2 DETERMINATION OF THE SYSTEM CHARACTERISTICS

Experiments have been carried out in the PASSYS test cell, in order to characterize m-HP
behaviour in different working points. Five tests at the frequency of 50 Hz, 90 Hz, 110 Hz,
130Hz, and 150Hz are done for three different ambient temperatures
Yampo (—4°C,0°C,5°C). The PASSYS test cell is preconditioned with fixed values for the test
room and for the coldbox, until steady state conditions for the ventilation unit are reached, for
each 9,m,p,0- Then in each test, the m-HP is operated for the duration of three hours at the

fixed frequency
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During the runtime, it is possible to observe three main phases:

The first one is represented by the air flow heating;

The second one is a steady state phase;

The third one involves the reduction of 9, ;.

Figure 4-4 shows the main measured quantities during the test at 150 Hz with 9,,,, o = 5 °C. In

this figure the before described phases are highlighted with different colours. 95, ; and 9y, ,

are almost the same because the backup heater is switched off. dg,, o is slightly higher than

Ysup,0ir this is caused by the fan losses. ¥g,, 0 and Yg,,; increase after the step due to the

compressor losses and the heat delivered from the m-HP. For this reason, in order to

calculate the right value of the thermal power delivered by the heat pump to the air flow (Qyp),

it is important to take the value of ¥g,, o in the ventilation unit steady state with the heat pump

switched off.

[D.]/ 8

time/ [m]

Figure 4-4: Heat pump behaviour with f = 150 Hz, 94pmp 0 = 5 °C, 9exro = 20 °C
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Figure 4-5, Figure 4-6 and Figure 4-7 show the supply air temperature for each frequency with

ﬁamb,o = 5 OC’ 0 OC, _4‘ OC and ﬁext'o - 20 OC.

34+ .
) WW
30 {

28 | .
O 26 A
Py

24 |

22 f50 Hz ||

£90 Hz

20 £110 Hz

sl £130 Hz | |

£150 Hz

16 1 1 1 1 1 1 1 1

0O 20 40 60 80 100 120 140 160 180
time / [m]

Figure 4-5: Supply air temperatures of the test with 9,0 = 5 °C and 9, o = 20 °C

f50 Hz

20 f90 Hz i
f110 Hz

18| f130 Hz i
f150 Hz

16 N

20 40 60 80 100 120 140 160 180
time / [m]

Figure 4-6: Supply air temperatures of the test with 9,,,,, 0 = 0 °C and 9,,,, = 20 °C
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Figure 4-7 Supply air temperatures of the test with 9,0 = —4 °C and 9,y o = 20 °C

Figure 4-8 shows a summary of the measured 9,, ; for each test. As it can be observed,
Ysup,1 do not grow linearly with the frequency. This is due to the performance reduction with
the increasing of the frequency. This behaviour can be noticed also in Figure 4-10 and in
Figure 4-11, where the COP and the thermal power are shown. The reduction of performance
with the frequency increment can be explained by the increment of the mass flow (see
equation (3.13)). If the mass flow increases, also the thermal power exchanged in the
condenser increases (see equation (3.20)). UA.,q Value is constant and the air volume flow
is constant, so AT,,,q iNncreases because 9.,,4 increases. In the evaporator, the temperature
decreases in order to ensure a higher thermal power due to the higher mass flow. Since 9.4
increases and 9., decreases, the pressure ratio over the compressor increases and with it
the compressor work.

At fixed frequency, the delivered thermal power increases with ¥,,,,,. By increasing the
temperature of the evaporator, the density of the vapour before the compressor increases so
the mass flow moved by the compressor decreases (see equation (3.13)), the pressure ratio
decreases and the isentropic efficiency of the compressor decreases. All these factors lead to
a higher supply air temperature and thermal power delivered by the heat pump. The m-HP

performance decreases, if the frequency increases and 9,,,, o decreases.
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Figure 4-8: Supply air temperatures for each 9,,,, , for each frequency

Ysup,1» V,ir, €lectric power required by the heat pump P, eyt o and 9gmp,o are measured. With
these values, it is possible to calculate the COP and the power delivered to the air flow. The

mean value of ten minutes, after one hour from the step, is taken in order to define Ysup,1» and
P. 95,50 is defined again by taking the mean value of ten minutes in the ventilation unit steady
state measurements. The Qyp is calculated for each time step i as it is shown in the equation
(4.15):

QHP = Vair *Pair " Cp - (ﬁsup,l - ﬁsup,o) (4.15)
Where:

. 3
V,ir IS the air volume flow measured with a calibrated orifice [mT]
- pair IS the air density considerated as a constant 1.2 [%]

i ifi ; ] 1.
- ¢y, is the specific heat of the air 1000 [kg—K]

- Ygupa is the supply air temperature after the m-HP condenser [°C];
- Ysuppo IS the supply air temperature before the m-HP compressor, measured in the
ventilation unit steady state conditions [°C].
A characteristic value for the thermal power delivered by the m-HP (QHP,m) and its electric
demand P, are determined in each test in the same way of ¥y, ;.

Finally, the COP is calculated as shown in equation (4.16):
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COP = QHP,m (4.16)
Bn

Figure 4-9 shows the electric power consumption of the heat pump for each test.
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Figure 4-9 : Electric power required by the HP for each ¥,,,;, o, as a function of the frequency
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Figure 4-10: Thermal power delivered for each 9,,,;, o as a function of the frequency
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Figure 4-11: COP for each 9, ¢ for each frequency

4.3 PARAMETER DETRMINATION

The parameter determination can be done in many ways. In this work, the dynamic system
response in an open loop configuration is analysed and the parameters are determined by
using the Chien, Hrones and Reswick method (J. A. , J. B. , & Kun Li, 1952). The Figure 4-12
shows the system studied in this chapter, in particular the red encircled part is employed in the

study of the open loop dynamic behaviour.

PI ﬁsup,set Lookup fset Heat‘fng ﬁsug ﬁccontroll:d

Table system ‘ Building

ﬂcontrolled,set =(_’;—\\ E{t]

A 4

Figure 4-12: Studied system

The dynamic behaviours of the simple and complex building models are studied by applying
an input step to the system at the steady state. The system response is determined by
keeping as constant all the boundary conditions and by introducing a disturbance in the supply
air temperature. The important points that characterize the system are:

- 9,9 initial and final value of the controlled variable (sensitive temperature of the

hallway);
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- Ysup,f, Isup,i INitial and final value of the manipulated variable (supply air temperature).

These values are measured in the PASSYS test cell;

- Ty, T4 the delays. 7, = t, — t; is called dead time and it is the time interval between the
moment in which the disturbance is introduced and the moment in which the system
starts to respond. 7, = t; — t, is the time for the response to occur.

The magnitude of the disturbance is expressed in per cent:

p 8 —O;
s ﬁsup,f B 19sup,i (4.17)
sup,max ~— Vsupmin

The Chien, Hrones and Reswick method uses these variables to calculate the system
parameter. Two formulation set are present in the used method, one allows 20% of
overshoot and another one without overshoot. The last one is used because it guarantees
a more robust control. The equations (4.18) and (4.19) show the two formulations without
overshoot. The formulation (4.18) is for disturbed system while the (4.19) is for the regular

behaviour. The formulation (4.18) has higher K,, and lower T,, with respect to the (4.19)

this means that the controller reacts faster. The (4.20) shows the PI controller equation.

K _06 Ty T =4.T (4.18)
14 KS Tu n u .
_035 Ty T, =12-T (4.19)
p Ks Tu n ' g )
1
Yor(t) = K - (e(t) b f e(t) dt) (4.20)

4.3.1 Simple Model Parameter

For the simple building model, the parameters are calculated by using a HiL simulation. The
Simulink model is coupled with the PASSYS test cell, the whole system is operated until the
steady state is reached. Than the m-HP power level is changed fromm the minimum to the
maximum. This HiL simulation cannot be run until the new steady state is reached, because
the m-HP needs de-icing after two or three hours of operation. Therefore, another simulation
is done in Simulink with a step source for the supply air temperature in order to simulate the
whole period from the moment in which the disturbance is introduced to the moment in which
the new steady state is reached. Figure 4-13 shows the whole system response until the new
steady state is reached. Where:

- Us5im IS the zone 5 temperature from Simulink;

- sy is the zone 5 temperature from the HiL simulation;

- Tangent is the tangent line to the first part of the system response;

- Usps is the zone 5 temperature of the steady state before the step;

- U545 is the zone 5 temperature of the steady state after the step.
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Figure 4-14 shows the zone five temperatures from the HiL and Simulink simulation. The

incline of the HiL results changes after two hours because of the ice formation.

245 T T T T T T T T
24 F _
235 .
23 — Y5.5im |
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21.5 ............. t1 -
............. t2
21 t3 4
20.5 i
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Figure 4-13: Simple model step
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Figure 4-14: Zoom of the step
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The data of the problem are:

9, = 24.0 [°C] 1, = 186.5 [s]
9; = 20.0 [°C] T, = 2344114 [s]
Ogupz = 31.6 [°C] Osupmin = 243 [°C]
Ogups = 243 [°C] Osupmax = 47.9 [°C]

The parameters resulting from the formulation (4.18) are:
K :
K, =59.3 [E] T, = 12.4 [min]
The parameters resulting from the formulation (4.19) are:

K .
K, = 34.6 [E] T, = 4688.2 [min]

4.3.2 Complex Model Parameter

Figure 4-15 shows the dynamic behaviour of the complex model. In this figure the whole

period is plotted. In Figure 4-16 the tangent line, t;, t, and t; can be seen.

25t ]
245 | 1
24t | -
= 23f | 1
>
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Figure 4-15: Complex model step
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Figure 4-16: Zoom of the step

The data of the problem are:

9y = 25.1[°C] T, = 738 [s]
9; = 21.0 [°C] 7, = 12058.2 [s]
Osupz = 31.6 [°C] Osupmin = 243 [°C]
Vsupa = 24.3[°C] Vsup,max = 49.9 [°C]

The parameters resulting from the formulation (4.18) are:

K
@=16H T, = 4.9 [min]

4.3.3 Comparison of the Complex and Simple Model Dynamic Behaviours

Figure 4-17 shows the step response of the simple and complex model, where:
- Y is the temperature of the zone 5 from the simple building model;
- ¢ is the sensitive temperature of the zone 5 from the complex building model;
- 9. Is the convective temperature of the zone 5 from the complex building model;

- ¢, is the radiative temperature of the zone 5 from the complex building model.

Figure 4-17 clearly shows that the dynamic responses are different. This is due to the
simplifications present in the simple building model. In the complex model, two nodes are
present and the walls have their own structure and capacity. The convective temperature
depends on the air capacity while the radiative temperature is influenced by the walls

capacity, so its temperature change slowly with respect to the convective temperature. In the
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simple model, only one capacity is present this makes the dynamic response slower

compared to the complex.

The steady state temperature of the simple model (Figure 4-17) is shifted 0.25 °C in order to
easily compare the dynamic behaviours. This steady state temperature difference is due to the

simplified thermal transmittances used within the simple model.
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Figure 4-17: (a) Comparison of the complex and simple model dynamic behaviour. (b) zoom of the plot

The dynamic behaviour difference can be analysed by using the results of the step in the

simple and complex building models reported in Figure 4-17. K; = Ti can be obtained with the

integration of the error, by considering an ideal integrative controller with the equation (4.21)
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ﬁsup (tend)
Ki=——""— 4.21
t J‘Otend E(t) dt ( )

The results for the simple and complex building models are the following:

Kisimpte = 458 - 107* [ml ] Ty simpte = 2183.9 [min]

Ki,complex =6.33-107* [mm] ncomplex = 1581.1 [min]

Figure 4-18 shows the supply air temperature that the ideal integrative controller with the
before mentioned K; would deliver with the controlled temperatures behaviour reported in the

second subplot.

Simple building model Complex building model ‘
40 T T T T T T T T

30 - N

/1°C]

sup

9

10 - —

0 1 | | | 1 | | 1
0 200 400 600 800 1000 1200 1400 1600

time / [h]

26 T T T T

24 1

/1°C]

Zone 5

9

2 0 1 | | | 1 | | 1
0 200 400 600 800 1000 1200 1400 1600

time / [h]

Figure 4-18: Ideal integrative controller and controlled temperature behaviours for the simple and
complex building model

The dynamic behaviour of the simple building model is not accurate enough to be used for the
controller simulation and parameter determination. The parameters determined with the
simple model can be instable in a real system because the simple model is too slow

responding. For these reasons the complex model is used in the following work.
4.3.4 Parameter Optimization

Introduction

Simulations with different Pl parameters are carried out in order to find the proportional and
integral gains with which the controller response is optimized. The factors considered in the

optimization are:
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- Reaction Speed,;

- Energy demand;

- Controlled temperature behaviour;

- Number of On/Off cycles;

- Heating system performance (SCOPyp and SCOPsys).

The analysed cases are:

- Casel: K, = 59.3 [g] T, = 12.4 [min];

. Case2: K, = 34.6 [g . T, = 4688.2 [min];
K .

. Case3: K, = 7.6 [E]? T, = 4.9 [min];
K .

- Case 4 K, = 45 [E]? T, = 241.2 [min];

- Caseb: K, = 35 [g ; T, = 10 [min].

Reaction speed

Figure 4-19 shows the supply air temperatures for each case, where: Figure 4-19 underlines

that the parameter involved in the cases 2 and 4 are too slow responding.
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Figure 4-19: Supply air temperature for each test
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- Casel:
The case 1 is the fastest between the considered cases. The system reaches the maximum
frequency after few seconds, but since the proportional gain is high, the proportional part
rapidly decrease with the error and after four minutes there is a decrement of the system
frequency due to the reduction of the proportional output but it reaches again the maximum
frequency after sixteen minutes thanks to the integral contribute. Figure 4-20 shows the
comparison of the first minutes of simulation between the cases 1, 3 and 5. Here the before

described behaviour can be observed.

- Case 2:
The proportional gain is higher with respect to the case 4 and in fact the system has higher
supply air temperature in the first period. As the error decreases, the proportional output
decreases its influence on the controller output. In the same time, the integral time constant is
too high, so the integral part is slowly gaining influence on the controller output. The system

dares not reach the maximum power within these 3 days of simulation.

- Case 3:
The case 3 is slower than the case 1. The system reaches here the maximum supply air

temperature after 39 minutes.

- Case 4:
In this test, the heating system never reaches the maximum power within the analysed period.
Thanks to the anti-windup the system is suddenly switched on but when the system is not
anymore below the saturation limit the Pl parameters are responsible for the controller
behaviour. It can be seen along the considered period that T, is too high and the integral part
needs long time in order to gain influence and the proportional gain is not high enough to

ensure a fast control.

- Caseb5:
The case 5 is slightly slower than the case 1 but faster than the case 3. The system reaches

here the maximum supply air temperature after 15 minutes.
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Figure 4-20: Zoom of the first period of the Figure 4-19

Figure 4-21 shows the sensitive temperature of the zone 5 for each case.
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Figure 4-21: Temperatures of the zone 5 for each test

The parameters of the case 5 are the most suitable for the considered case as regard to the
reaction speed.
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Energy Demand and System Performance

The energy demand together with the controlled temperature, are important factors for the
determination of the parameter. SCOPyp (seasonal coefficient of performance of the heat
pump) and SCOPsys (seasonal coefficient of performance of the system) are used for the

analysis of the heating system performance, see equation (4.22) and (4.23).

SCOPyp = Qur (4.22)
Eup
Qup + Qpy
SCOPgyg = <HE ™ <BU (4.23)
Y Eyp + Egy

Where:
- Qyp is the thermal energy provided by the heat pump;
- Eyp is the electric energy demand of the heat pump;
- Qgy is the thermal energy provided by the backup heater;

- Epy is the electric energy demand of the backup heater.

Only the cases 1, 3 and 5 are analysed because the cases 2 and 4 are not suitable for the
studied system. Table 4-2 shows the energy demand of the heat pump, the energy demand of
the backup heater (equal to the thermal energy provided by the backup heater to the system),
the thermal energy provided by the heat pump to the system, the total energy demand, the
SCOPyp and the SCOPsys. The energy demands of the fans and pre heater are equal in every
case because the fans power is taken as a constant and the pre-heater energy demand

depends on the ambient temperature that is the same for every case. The power of the fan is
kWh

taken as 54 W, so the energy required by the fan is 473 [T] for the whole year. If the

ambient temperature is lower than -6 °C the pre-heater is switched on in order to avoid ice

formation inside the heat exchanger. The pre-heater energy demand is 13.17 [k‘;\/—h] with the

considered weather. Case 1 is the fastest reacting system, so it uses more backup heater
respect to the cases 3 and 5. The three cases have similar total energy demand.
Table 4-2: Energy demands, SCOPyp and SCOPgy¢

Energy
HP energy BU energy HP thermal
demand [M demand [%] energy M] remanel | SCOPup [ | SCOPys [-]
a a a tot M]
a

Case 1 353.89 100.15 1138.57 940.05 3.22 2.73
Case 3 349.44 90.63 1105.80 926.09 3.17 2.72
Case 5 348.07 95.27 1121.90 929.35 3.22 2.75
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Controlled Temperature Behaviour

The numbers of hours in which the controlled temperature falls below 19.9 °C and in which it
is higher than 20.1 °C are calculated for January and February. Only these two months are
considered because in other periods it is possible that the overheating is caused by high

ambient temperature.

Table 4-3 shows for each case:
- The number of underheating hours and the per cent value;
- The number of overheating hours and the per cent value;
- The minimum temperature reached in the considered period;

- The maximum temperature reached in the considered period.
Case 3 is the slowest reacting system between the three considered cases, for this reason,
according to Table 4-3, it has the highest number of overheating and underheating hours, the

highest maximum temperature and the lowest minimum temperature.

Table 4-3: Over and under heating comparison for January and February (1416 [h])

Under heating Over heating Min temp Max temp
[h] (%] [h] (%] [°C] [°C]
Case 1 1.70 0.120 13.10 0.935 19.89 20.15
Case 3 18.23 1.29 2.00 0.141 19.85 20.13
Case 5 11.27 0.796 5.90 0.417 19.88 20.14

On/Off Cycles

An important factor is the number of compressor On/Off cycle which has effects on the life
time and on the LCC (Life Cycle Cost). This depends mainly on the correct dimensioning of
the m-HP with respect to the energy demand of the building and on the minimum runtime.
When the heat pump is at the minimum power level, the system cannot regulate its power
anymore and if the energy demand decreases, the only one way to regulate the power is
doing On/Off cycles. The On/Off behaviour decreases the heating system performances and
reduces the service life of the components. The number of yearly On/Off cycles is calculated
by means of Simulink simulation with a minimum runtime of 15 [min] for all the three cases:
Table 4-4: Number of On/Off cycles

Number of yearly On/Off E]

Case 1 3855
Case 3 2315
Case 5 3345
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Since the test 3 is the slowest reacting, it has the minimum number of yearly On/Off cycles.
The number of On/Off cycles can be reduced by increasing the minimum runtime period
(chapter 4.3.5).

Conclusion

The parameters of the case 5 are the best solution for the studied system. These parameters
make the control system enough fast responding and stable and they ensure that the

controlled temperature lies inside an acceptable range of temperature.

435 Minimum Runtime Optimization

The number of On/Off cycles can be changed by modifying the minimum runtime. Six yearly
simulations are carried out for the case 5 with different values of minimum runtime (5 [min],
15 [min], 30 [min], 45 [min], 60 [min] and 90 [min]). By changing this factor, also the energy
demand and the temperature profile change. Table 4-5 shows the results of yearly simulations
carried out with different minimum runtimes. Table 4-6 shows the hours of over and under
heating and the maximum and minimum temperatures reached by the controlled temperature
over a period of two months (January and February). By reading these two tables together, it
is possible to observe that by increasing the minimum runtime, the performances of the

system are increasing, but the temperature of the zone 5 is less controlled.

Table 4-5: Energy demands, SCOPyp and SCOPsyg

HP
HP energy BU energy h | Energy Number
i erma
Min. demand demand demand of yearly SCOPyp SCOPsys
runtime kWh KWh energy kWh (-] (-]
o ] g | O | Omor B
5 351.44 96.30 1098.41 933.76 5328 3.13 2.67
15 348.07 95.27 1121.90 929.35 3345 3.22 2.75
30 344.32 94.46 1140.91 924.80 2138 3.31 2.82
60 344.53 93.88 1156.98 924.43 1213 3.36 2.85
90 342.83 93.53 1165.94 922.37 860 3.40 2.89
120 342.89 93.39 1171.86 922.30 670 3.42 2.90
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Table 4-6: Over and under heating comparison for January and February (1416 [h])

Min. Under heating Over heating Min temp Max temp
runtime [h] [%] (h] (%] [°C] [°C]

5 11.87 0.838 0 0 19.88 20.07
15 11.27 0.796 5.90 0.417 19.88 20.14
30 10.53 0.744 25.37 1.79 19.88 20.17
60 11.00 0.780 49.00 3.46 19.88 20.18
90 10.87 0.767 59.00 4.17 19.88 20.20
120 10.70 0.756 64.07 4.53 19.88 20.21

In the case of high minimum runtime, the heating system is kept switched on even if the
controller output would give signal to switch it off because the controlled temperature reached
or passed the set point temperature this causes the over-heating periods. At the end of the
minimum runtime period, the error is negative because the controlled temperature is higher
than the set point temperature and the output of the controller reached the lower limits of the
saturation block. When the minimum runtime period finishes, the heat pump is immediately
switched off. The system with the minimum runtime of five minutes is able to keep the
controlled temperature always next to the set point temperature because the system is free to

react in a fast way to error changes.

4.4 DETERMINATION AND OPTIMIZATION OF THE HEAT PUMP
PARAMETERS

The same method already explained is now used for the determination of the heat pump
parameter. Figure 4-22 shows the system studied in this chapter. The goal is the
determination of the highlighted PI controller parameter. The heating system (encircled part of
Figure 4-24) is studied in an open loop configuration with the set point frequency as input, and
as output the supply air temperature. The dynamic behaviour of the open loop system is
studied, in order to define the parameter with the Chien, Hrones and Reswick formulation. The
input is a step of the frequency from 49 Hz to 90 Hz and the output is the supply air
temperature. From the dynamic characterization of the system output, it is possible to use the

Chien, Hrones and Reswick for the parameter determination.

ﬁcontrolled,senm e(t) Pl 65UPISEt ‘[\ e(t) Pl fset Heating

9 o [ Ocontrolled
system 2., Building 0oy

Figure 4-22: Studied system
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Figure 4-23 and Figure 4-24 show the step of the heat pump supply air temperature with the
step of the frequency from 49 Hz to 90 Hz as input. On the right side the zoom of the first step
part is reported. The first green dotted line represents the moment in which the frequency is
changed, the second green dotted line represents the moment in which the supply air
temperature starts to increase and the last green dotted line represents the moment in which
the tangent line reaches the maximum supply temperature value. From these times the

system time constants can be calculated.
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Figure 4-23: Heat pump dynamic behaviour
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Figure 4-24: Zoom of the previous figure
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The data of the problem are:

Osup s = 274 [°C] 7, = 11.0 [s]

sup,; = 163 [°C] Tg = 94.0 [s]
fi = 49 [Hz] fmin = 49 [Hz]
fr =90 [Hz] fmax = 150 [Hz]

Where:
- Ysup s Is the supply air temperature at the steady state after the step;
- Ygup, is the supply air temperature at the steady state before the step;
- f; is the system frequency before the step;

- fr is the system frequency after the step;
- Ty, T4 are the delays. 7, = t, — t, is called dead time and it is the time interval between

the moment in which the disturbance is introduced and the moment in which the

system starts to respond. 7, = t; — t, is the time for the response to occur.

- fmin 1S the system minimum frequency;,

- fmax IS the system maximum frequency.

The parameters resulting from the formulation (4.18) are:
K
K, = 0.188 [E] T,, = 0.733 [min]
Different Pl parameters are considered in order to optimize the control:

- Casel:K,= 0188 [{| T, =0.733 [min];

K .
- Case2:K,= 0054 [{] T, =0.09 [min];

K .
- Case3:K,= 0733 [{] T, =0.188 [min];

Figure 4-25 shows the comparison between the different cases. The two subplots show the

frequency and the controlled temperature error.
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Figure 4-25: Comparison between the behaviour of different Pl parameters

Two zooms are reported in order to highlight two important aspects: the delay with which the
system reaches the maximum frequency (Figure 4-26) and the use of the backup heater after

or while the de-icing period (Figure 4-27).
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Figure 4-26: Zoom of Figure 4-25 (from 0 to 1.4 hours)
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Figure 4-28 shows the energy demand of the heat pump and of the backup heater over the

Figure 4-27: Zoom of Figure 4-25 (from 49.4 to 51.7 hours)

three considered days. The total energy demands are listed in Table 4-7.
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Figure 4-28: Comparison between the energy demands of the backup heater and heat pump

Table 4-7: Total energy demand

Cases | Energy demand tot [kWh]
1 16.67
2 16.93
3 17.17

By considering the energy demand and the speed of the response, the optimal Pl parameters
are determined.

Case 3 has the highest reaction speed, but it has also the highest energy demand. Case 1 is
the slowest responding system but it has also the lowest energy demand. Within the cases 1
and 2 the backup heater is used less than in cases 3.

Case 2 represents a good compromise between energy demand and reaction speed, but if the
system has to react fast to rapid air temperature variation (e.g. windows opening) the

parameter of the case 3 should be taken.

4.5 COMPARISON OF DIFFERENT CONTROLLER TYPES

45.1 1D vs. 2D Lookup Table

The input of the lookup table is the set point for the supply air temperature and its output is the
system frequency. The lookup table uses the measured system working points in order to find
the correct system frequency in function of the supply air temperature fixed by the PI

controller. The description of the lookup table determination is given in chapter 4.2.
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Since the lookup table used in the controller does not contain information about all the working
points an error is introduced. The lookup table implemented in the hardware controller
contains measured data for 9,,,, 0 = 0°C. When 9,,,,0 is not 0°C, an error is introduced
because the performance of the system changes with the boundary conditions. Figure 4-29
shows in the x-axis the supply air temperature of set point and in the y-axis the set point
frequency. The line for Yg,,0 =0°C represents the behaviour of the lookup table
implemented in the controller. The other lines represent the controller behaviour in case of
two-dimensional lookup table where the inputs are the ambient temperature and the set point
for the temperature of the supply air and the output is the set point frequency. By considering
a Jsyup ser €Qual to 30 °C, with the lookup table for 94, o = 0 °C the set point frequency would
be 125.7 Hz for every ambient temperature. Actually, the set point frequency with the fixed

Ysup,ser Should change with the ambient temperature from 91.3 Hz for ¥mp0 =5°C to

159,0 Hz for ¥, 0 = —4 °C. This difference is balanced by a growing error for lower ambient

temperature and decreasing error for higher ambient temperature.
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55
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Figure 4-29: Controller’s lookup table comparison

The differences between a controller with 1D and 2D lookup table can be better explained by
means of Simulink simulations. The boundary conditions are described in chapter 5.4. In one
simulation, a two-dimensional lookup table is used while in the other one, a one-dimensional

lookup table is used.
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Figure 4-30 shows the Simulink results:

the first subplot shows the supply air temperature dg,,, »;

the second subplot shows the difference between the sensitive temperature of the
zone 5 (hallway) and the set point temperature (20 °C);

the third subplot shows the system frequency;

the last subplot shows the ambient temperature.

The differences between the two control systems are insignificant.
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Figure 4-30: Comparison of controllers with one and two dimensional lookup table

Figure 4-31 is a zoom of the previous figure. 94, is below 0 °C in the period around the

hour 7, so the two dimensional lookup table delivers higher set point frequency and higher

Ysup,2 than the one dimensional lookup table. Therefore, in the 1D case the error is higher and

the response slower than in the 2D case. The opposite happens when the ambient

temperature is higher than 8 C. In the case of Figure 4-31, the 1D case reaches a null error

11.7 min after the 2D case, so it can be calculated that the difference in this application is

acceptable.
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The results of two yearly simulations with the one-dimensional and two-dimensional lookup

tables (1D LuT and 2D LuT) are presented in Table 4-8 and Table 4-9. Here the yearly energy

demands, the number of On/Off cycles the SCOPyp and SCOPsys are reported in order to

analyse the differences between the usage of the one and two dimensional lookup tables. It

can be seen that the main reported parameters are mostly the same. The controller with the

two-dimensional lookup tables has a slightly higher number of On/Off cycles with respect to

the one-dimensional lookup tables because the 2D LuT reacts slightly faster than the 1D LuT.

Table 4-8: Energy demands, SCOPyp and SCOPgyg

HP
Energy Number
energy BU energy HP thermal q q ¢ |
demand | gemand [?] | energy [K] emand | SCoPup [-] | SCOPsys [-] | OTYEAY
o a e[ on/ot ]
a
LuT 1D 348.07 95.27 1121.90 929.35 3.22 2.75 3345
LuT 2D 345.22 95.45 1099.40 926.69 3.18 2.71 2859
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Table 4-9 shows the number of underheating and overheating hours and the maximum and
minimum temperatures reached by the controlled temperature in the considered period

(January and February).

Table 4-9: Over and under heating comparison for January and February (1416 [h])

Under heating Over heating Min temp Max temp
[h] [%0] [h] (%] [°C] [°C]
LuT 1D 11.27 0.796 5.90 0.417 19.88 20.14
LuT 2D 11.8667 0.83804 0.2 0.014124 19.8776 20.1096

From these results, it is possible to conclude that in the considered case, a two dimensional
lookup table and a one dimensional lookup table controller have almost the same

performances.

45.2 Analysis of the Controller Lookup Table Accuracy

A test is carried out in order to understand how the results change with the accuracy of the
controller lookup table. Table 4-10 shows the points of the one-dimensional and two-

dimensional lookup table for the most accurate considered case.

Table 4-10: Case 1

1D 2D
6amb,O/ [OC] ﬂamb,O/ [OC]
0 -4 0 5
10.0 49.0 0 0.0 0.0
23.7 50.0 74.4 50.0 0.0
25.3 70.0 94.1 70.0 0.0
27.3 90.0 119.4 90.0 68.1
5 | 28.8 110.0 150.9 110.0 80.1
§ 30.3 130.0 161.2 130.0 94.3
% |30.8 150.0 164.0 150.0 101.7
34.5 175.0 189.0 175.0 157.1
38.3 200.0 214.0 200.0 182.1
42.1 225.0 239.0 225.0 207.1
45,9 250.0 250.0 250.0 232.1
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Table 4-11 shows the second analysed case where four points are considered.
Table 4-11: Case 2

1D 2D
ﬂamb,O/ [OC] l‘3amb,0/ [OC]
0 -4 0 5
10.0 49.0 0 0.0 0.0
45 23.7 50.0 74.4 50.0 0.0
g 28.8 110.0 150.9 110.0 80.1
» 345 175.0 189.0 175.0 157.1
45,9 250.0 250.0 250.0 232.1

Table 4-12 shows the third considered case. Here, only three measured points are
considered.

Table 4-12: Case 3

1D 2D
ﬂamb,O/ [OC] l‘3amb,0/ [OC]
0 -4 0 5
10.0 49.0 0 0.0 0.0
g 23.7 50.0 74.4 50.0 0.0
o | 303 130.0 161.2 130.0 94.3
45,9 250.0 250.0 250.0 232.1

Table 4-13 shows the fourth considered case in which only the first and the last working points
are considered.

Table 4-13: Case 4

1D 2D
ﬁamb,o/ [OC] aamb,O/ [oc]
0 -4 0 5
= 10.0 49.0 0 0.0 0.0
g 23.7 50.0 74.4 50.0 0.0
P 45,9 250.0 250.0 250.0 232.1
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Figure 4-32 shows the data involved in the two-dimensional lookup table for 9,0 = —4°C in

each considered case.
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Figure 4-32: Data of the lookup tables for 94,0 = —4°C

Figure 4-33 shows the data involved in the two-dimensional lookup table for 9,40 = —0°C

and in the one-dimensional lookup table, in each considered case.
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Figure 4-33: Data of the lookup tables for 9,,,,, o = 0°C
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Figure 4-34 shows the data involved in the two-dimensional lookup table for 9, = 5°C.
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Figure 4-34: Data of the lookup tables for 94, o = 5°C
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Figure 4-35 shows the comparison between the different cases with the one dimensional
lookup table. The selected time interval shows the de-icing period that determines an error
increment and the consequent system reaction. The results for the two dimensional lookup
table are not shown because they are similar to the results already reported in Figure 4-35. It
is possible to notice that the case 1 is slightly faster than the other cases. The case 1 rapidly
decreases its frequency at the hour 44.65. This behaviour is due to the non-linear measured

data between the set point supply temperature of 30.3 °C and 30.8 °C.
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Figure 4-35: Comparison between the different cases which one dimensional lookup table

With these results, it is possible to conclude that the controller can properly works with a

lookup table that involve only few working points.

45.3 PI-PI Controller vs. Pl-Lookup Table

In this section the comparison between the concept 1 (chapter 3.3.2) and 2 (chapter 3.3.3) of
the controller is analysed.
Figure 4-36 shows the comparison between the three kind of analysed controllers:

- PI-1D lookup table;

- PI-2D lookup table;

- PI-Pl controller.
The system frequency and the error have the same trend with the 1D and 2D lookup tables.
The system with the PI-PI controller uses more backup than the controller with the lookup
table in order to correct the temperature error, but the PI-PI controller takes the error closer to

zero than the controller with the lookup table.
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Figure 4-36: Comparison between the three different kinds of controllers

Figure 4-37 shows the zooms of the first part of the simulation and Figure 4-38 shows the
zoom over the de-icing period. It can be seen that the PI-PI controller and the PI-LuT
controller decrease the error with almost the same speed. From Figure 4-38 can be observed
that the PI-PI controller is able to keep the error closer to zero with respect to the PI-LuT
controller by reducing the over and under heating periods. The PI-PI controller leads to use

more backup heater than the PI-LuT controller.
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Figure 4-37: Zoom of the Figure 4-36
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Figure 4-38: Zoom of the Figure 4-36

Figure 4-39 shows the comparison of the backup heater and of the heat pump energy
demands for the three cases. The backup heater energy demand is higher for the PI-PI

controller but it features lower HP energy demand.
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Figure 4-39: Comparison of the BU heater energy demand and of the HP energy demand for the three
considered cases.
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Table 4-14 shows the comparison between the total energy demand for the three considered
cases. As it can be seen the PI-PI controller has slightly higher energy demand compared to
the PI-LuT controller.

Table 4-14: Total energy demand of the three cases over the considered period

Energy demand tot [kWh]

PI-LuT 1D 16.95
PI-LuT 2D 16.93
PI-PI 17.17

The PI-PI controller enables the system to ensure a smaller error with respect to the cases
with the LuT but it requires a second temperature sensor and leads to higher energy demand.
The controller PI-LuT is easier to implement with respect to the PI-PI controller because it
requires only one sensor while the PI-PI controller needs two sensors (one for the controlled
temperature and one for the supply air temperature). The feasibility of a PI-PI controller should
be tested in a real system where the noise of the signals can create problem in the control.
From these results, it is possible to conclude that the controller PI-LUT ensures a good quality

control and it is simpler to implement compared to the PI-PI controller.
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5 HiL HARDWARE IN THE LOOP SIMULATION

5.1 INTRODUCTION

Within this work HiL Hardware in the Loop simulations are used in order to test the m-HP. The
HiL simulation involves the PASSYS test cell, the heat pump and the Simulink building model.
Thus, HiL simulation provides a virtual building for the heat pump controller validation and
verification. During the HiL simulation, the extract and supply air behaviour are reproduced in
the hardware (PASSYS test cell) and their behaviours are controlled by means of Simulink
simulation, where the building model is implemented. With an appropriate building model, the
dynamic of the studied building can be reproduced inside the PASSYS test cell, so the heat
pump can be tested as it works in a real building (SaLuH!, 2016). The data exchange between
the PASSYS test cell and the Simulink model is done with a co-simulation. In the co-
simulation more than two simulators are coupled to exchange data. In this specific case, the
actors are Simulink and the PASSYS test cell. BCVTB (Building Control Virtual Test Bed) is
the software environment used in order to conduct the HiL (Wetter, 2010). It synchronizes the
exchanged data and allows the user to follow the system evolutions by means of a graphic
interface. For the HiL simulations, a discrete solver is used within this work. This is necessary

for the data exchange between the different actors that happens every fixed time step.

5.2 PASSYS TEST CELL

Figure 5-1 shows the sketch of the PASSYS (Passive Solar Systems and Component Testing)
test cells with which the m-HP is tested. The PASSYS test cell has three rooms:

- the service room is used in order to access to the test room. The temperature of the
service room is controlled in order to avoid temperature fluctuation in the test room
when the door is opened.

- the test room, where the conditions of the extract air of the simulated building are
reproduced;

- the coldbox, where the conditions of the ambient air are reproduced.

The mechanical ventilation system with heat recovery and heat pump is integrated inside the
test facade.

The measurement system is described in (Siegele, 2015). A high power heater and cooler
allow to control the test room temperature. Humidifier devices in the test room enable to
control the vapour content. The cold box air temperature can be controlled by means of a
second heating and cooling system. Therefore, the temperature and humidity conditions of the

extract air and the temperature of the ambient air can be reproduced inside the test room and
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coldbox in order to simulate the boundary conditions with which the test facade has to be

tested.

COLDBOX

FELALELAEAIESS
g o wnd

Figure 5-1: PASSYS test cell sketch according to (Commisssion of the European Communities, 1990),
modified

5.3 DESCRIPTION OF THE SCENARIOS

531 Scenario 1

Figure 5-2 shows the data exchange between the actors. In this scenario, the measured gy, 4
and the system frequency are taken from the PASSYS test cell and sent to Simulink. These
measured values are used in the simulation and 9,,, is calculated with equation (5.1).
Simultaneously, 9gmpo, Jexto aNd 9zon.5 (sensitive temperature of the zone 5 which
corresponds to the hallway temperature) are taken from Simulink and sent to the PASSYS test
cell. Inside the PASSYS test cell, the test room temperature is kept at 9., o and the coldbox
temperature is kept at 9,,,p 0. The hardware controller of the heat pump receives the sensitive
temperature of zone 5 (9,50 5) @and it controls the heat pump power based on the difference

between the controlled temperature and the set point temperature.

Uamb,0 R Jamb,0
Foo | T Fowo |
SIMULINK Dzone s BCVTB Ozones | PASSYS
. Osup,1 Z Usup,1
L f P,

Figure 5-2: Data exchange sketch
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Ysup,2 IS calculated in Simulink by means of the equation (5.1).

f
Ysup,z = Usupa + 100 Praxpu - C (5.2)

Where:
- Ysup1 IS measured in the test facade and used in Simulink [°C];
- f is the system frequency set by the m-HP hardware controller and then reduced in
order to match only the backup heater range [Hz];
- Ppaxpy is the maximum power of the backup heater 600 W;

. 3
- C=—1—=0025 [5] is a constant where V is the air volume flow of 0.0333 [m—]
V-p-cp w S

p is the air density taken as 1.22 [%] and ¢, is the heat capacity taken as 1000 [kg]—K]

Here, a small error is introduced because a constant volume flow and constants airflow
properties are considered instead of the real values. Moreover, the supply air temperature
Ysup,1 IS measured in the real airflow, and it is introduced in the Simulink model where the inlet
airflow has different characteristics, so the power introduced in the model is different from the

real heat pump power.

Within this scenario, the heat pump controller is implemented with the conditional integration

anti-windup.

5.3.2 Scenario 2

The data exchange and the supply air temperature ¥,, , calculation are as explained in the
chapter 5.3.1. The difference between scenario 1 and 2 is the type of implemented anti-
windup. In the scenario 1 the conditional integration anti-windup is used while here the back

calculation anti-windup is implemented.

5.3.3 Scenario 3

This scenario is carried out with the same settings of the previous two scenarios but with the
backup heater switched off in order to avoid the problem with the measurement of g, ;
explained with the Figure 5-25. The backup heater power is taken into account in the HiL
simulation such power is calculated in the model by means of the frequency set by the

hardware controller and by means of the measured 9y, ; .

534 Scenario 4

The real volume flow is not perfectly constant because change of pressure losses happens
during the operation time (i.e. the pressure losses variation can be caused by the icing and
de-icing cycles in the evaporator) and because of the temperatures variation along the ducts.

Therefore, the measured volume flow Vairm is involved in the Simulink model used in this
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scenario in order to calculate the power provided by the heat pump to the airflow. The data
exchange between the PASSYS test cell and the Simulink model is shown in Figure 5-3. The

only one difference between the earlier described scenarios, is the volume flow.

0amh,0 1'7amb,0

'aext,o / 'aext,O

1‘:')Zone 5 ﬁZone 5
SIMULINK | i BCVTB 8oy PASSYS
f f

‘._ ['.

Figure 5-3: Data exchange sketch

In this scenario the inlet air density p,;,- and the specific heat capacity Cp iy ATE calculated as

a function of the measured supply air temperature ¥, ;, of the ambient air absolute humidity
and of the ambient air pressure by means of the correspondent Carnot blocks. The heat pump

power is calculated by means of the equation (5.2).

QHP = Pair * I./airm : Cpair : (ﬁsup,l - 19sup,O) (5,2)

Then, the heat pump power is added to the backup heater power calculated as it is shown in
the equation (5.3).

: f
Qpy = m * Prax,Bu (5.3)

Where:
- f is the system frequency set by the hardware controller, than rescaled in order to
consider only the backup heater range [Hz];

Ppax gy 1S the maximum power of the back up heater [W].
The Simulink model uses a fixed inlet air volume flow of 120 [m{] for the inlet air, so the
heating system power is converted in supply air temperature by using a volume flow of
120 [m{] by means of the equation (5.4).

Qpy + QuHP

Pair * Cpair ' Vairc

0sup,2 = + 19ext,O (5.4)

Where: pgir, cpairand Uexto are the same involved in the equation (5.2) while Vairc is a

constant value. In this scenario, the power delivered by the heating system in the PASSYS
test cell is exactly the same of the power introduced in the Simulink model.
5.35 Scenario 5

In this scenario, the heat pump behaviour with high relative humidity in the extract air is

analysed. The relative humidity value of the extract air is taken from Simulink and sent to the

90



PASSYS test cell where it is used in order to reproduce the simulated humidity condition
inside the test room. Figure 5-4 shows the data exchange between the Simulink building

model and the PASSYS test cell during this scenario.

ﬁ’am’c:,(] l':}arle,O

ﬁext 0 //\ 6'??.@..@ N

— ﬁfﬂ'."?. 5 .II,“ 'Sz_one- 5 |
SIMULINK L" ..| BCVTB Desiract PASSYS
AP_J—II'_‘ asun,l
f f

I'. J"

e

Figure 5-4: Data exchange sketch

The calculation of the supply air temperature inside the building model is done with equations
(5.2), (5.3) and (5.4).

The internal loads block contains also the moisture sources profiles taken from (Leonardi,
2016) where they are determined by calibration and validation with measured value. The
results of the model of (Leonardi, 2016) are taken as reference case. The model used in this
work has no humidity buffer implemented in the structures while the reference model has the
humidity buffer. In order to reduce the humidity peaks, a reduction factor for the moisture is
introduced in each zone. The value of this factor is determined by comparing the humidity
trends of the reference model and of the model used in this work. This factor is used to reduce

m; u,o in the equation (2.2).

Figure 5-5 shows the comparison between the relative humidity trends of the reference model
(ref) and of the used model (HiL) for the period involved in the HiL simulation. Zone 6
(bathroom) and 1 (kitchen) have higher peaks with respect to the other zones. The peaks
amplitude are similar between the HiL case and the reference case, this is due to the
introduced capacities. The trend of the HiL profile changes along the time according to the
ambient humidity variations, while the reference case trend is almost constant. This effect is
due to the humidity buffer of the structures that are modelled in the reference case but not in

the HiL case.
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Figure 5-6 shows the temperature profiles measured during the scenario 1 with dry air. The
extract airflow is exposed to risk of condensation. As it has a temperature around 20°C before
the heat exchanger and its temperature decreases rapidly in the heat exchanger. 9, 1 is the

temperature measured after the heat pump evaporator, it increases quickly during the de-icing

Figure 5-5: Comparison of the relative humidity trends
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Figure 5-6: Temperature profiles for dry air in the heat exchanger

Figure 5-7 shows the psychrometric diagram with two highlighted areas that represent
humidity and the temperatures range in which the condensation takes place in the heat
exchanger with an extract air temperature of 20 C. When 9., is 0°C (blue area), the

condensation takes place for a relative humidity range of the extract airflow between 25% and
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100%. When 9., is 8.9 °C (red area), the condensation takes place for a relative humidity

range between 48% and 100%.
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Figure 5-7: Condensation zones (Enerclima, 2016)
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In the supply airflow, condensation does not take place because this airflow is heated up
through the heat exchanger and subsequently by the heat pump and backup heater. In
previous study (Siegele, 2015), is demonstrated that Q,,y4z iS almost constant with respect to

extract air relative humidity variation. The equation (5.5) shows the definition of Qpyyr.

QMVHR = (hsup,oi - hamb,o) : msup = UAygc A19lo‘g (5'5)
A9 _ (ﬁext,oi - ﬁsup,oi) - (ﬁexh,oi - 19amb,1)
log =
o In ((ﬁext,oi - 19sup,OL')) (56)
(ﬁexh,oi - ﬁamb,l)

Where:

- hgup i is the enthalpy of supply air after the heat exchanger [kig]

- hamp o is the enthalpy of ambient air before the heat exchanger [kig];

- Mgy is the supply air massflow [kTg];
- UApygc is the heat transfer coefficient of the heat exchanger [%]

- Ady,4 is the logarithmic temperature difference [K].

In the before mentioned work, the trend of the exhaust air enthalpy with respect to the extract
air relative humidity and the ambient temperature is reported. By increasing the extract air
relative humidity, the exhaust air enthalpy is increasing.

If condensation takes place in the heat exchanger, the temperature of the exhaust airflow
before the evaporator 9.,p0; is higher than in the case without condensation i.e. the heat
pump evaporator can work at higher temperature and it has higher power available, so the

performance of the system can be increased.

5.4 BOUNDARY AND INITIAL CONDITIONS

54.1 Initial Conditions

The model needs the initial values for the convective and radiative nodes of each zone and
the initial temperature values of each structure layer. A pre-simulation is done in order to
define realistic initial conditions. The pre-simulation is a Simulink simulation of the 14 days
preceding the HiL simulation period. In this simulation the heat pump and controller model are
used. The initial values calculated by means of the pre-simulation are used in all the
scenarios. The set point temperature for the heating system, during the pre-simulation is
19.4 °C. Figure 5-8 shows the sensitive temperatures of each zone. After 14 days without the

heating system, the temperatures are lower than 20 °C.
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Figure 5-8: Sensitive temperatures of each zone during the pre-simulation

Figure 5-9 shows the ambient temperature, the downstairs and the upstairs neighbour
temperature as well as the staircase temperature, and the supply air temperature.
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time / [h]
Figure 5-9: Temperatures of the boundary conditions and of the supply air

The temperatures of each structure layer are calculated and saved during the pre-simulation.

Therefore, the HiL simulation starts with realistic walls, ceilings and windows temperatures.

5.4.2 Boundary and Operative Conditions

The main boundary and operative conditions for the scenario are:
- Ambient temperature;
- Windows and doors opening;

- Internal loads.
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The ambient temperature and the boundary temperatures are shown in Figure 5-10. The
climate is the standard climate of Stuttgart. The chosen period is suitable for the intention of
the HiL simulation because:
- It involves one day of low temperature where the m-HP and the backup are working
toghether;
- In the period between hour 40 and 50 only the m-HP works, thanks to the temperate
climate;
- A temperature peak is present at the hour 60. This is important in order to study the

on/off behaviour.
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Figure 5-10: HiL boundary temperatures
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Figure 5-11 shows the solar irradiation for each zone.

Q /W]

900 T T T T

Zone 1

800 - Zone 2

Zone 3

700 - Zone 4

Zone 5

600 - Zone 6
500 -
400 -
300 -
200 -
100 -

0 1 | il |

0 20 50 60 70

time / [h]

Figure 5-11: Solar irradiation

The windows opening is used in order to test the controller with a disturbance.

A windows opening profile is considered in the model. Figure 5-12 shows the infiltration and
3
the windows opening trend. A constant factor of 0.07 [mT] is taken for the infiltration, and it is

ten times higher when the windows are open. As the infiltration regards the whole volume of
the flat, also the zone 5 has the infiltration losses. The opening lasts 30 minutes and the

windows are opened in the morning for the zones 3, 4 and 6, at midday in the zone 1 and in

the evening for the zone 2.
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Figure 5-12: Infilatration and windows opening
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The internal loads are constant in the whole period, which is not realistic, but allows better
comprehension of the controller response to the windows opening disturbance. Table 5-1
shows the internal loads value for each zone.

Table 5-1: Internal loads value

Zone | Internal loads value [W]

1 47.62

71.87

96.88

30.49

2
3
4 32.34
5
6

21.88

5.4.3 Controller Settings

The hardware controller uses the following settings in all the scenarios:
- K,=35 [g] proportional gain;

35 11 . in:
i = Toeo = 0.05833 [;] integral gain;

- Set point temperature for the backup heater: 95, gy = 20 °C;
- Minimum runtime: 15 min;
- In the first scenario is used the conditional integration anti-windup while in the others

scenarios the back calculation anti-windup is used.

5.5 TEST ROOM AND COLDBOX TEMPERATURES ERROR

55.1 Test Room Temperature Error

Due to the limited heating and cooling system of the PASSYS test cell, within a short time
range it cannot be ensure that the test room temperature coincides with the extract air set
point temperature. Especially when the heat pump or the backup heater change their power. A
power balance over the test room (Figure 5-13) is done in order to understand the magnitude

of the committed error.
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Figure 5-13: Power test room balance

The supply air temperature measured in the PASSYS test cell and used in Simulink is taken
for the inlet airflow 9,,,. The set point temperature Yoy; et poine and the real test room
temperature Y.yt measurea are considered in order to calculate Q'setpm-nt and Q,eqs- The
measured extract air volume flow V,,.qs.ex iS Used in the powers calculation. The air density p
and specific heat capacity ¢, are calculated in Simulink by using the measured test room

temperature and relative humidity.

Qset point,tr — .meas,ext "PrCp- (ﬁsup,Z = Dext,set point) (5.7)
Qmeas,tr = .meas,ext P Cp (ﬁsup,z - 19ext,measured) (5.8)
The power difference is given by the equation (5.9):

Quifr.er = Oset point.er — Omeaser = Vimeas,ext * P - €p - (Vextmeasured — Oextset poine) ~ -9)

The energy can be obtained by integration of the powers over the HiL period:
Qset point,tr = f Qset point,tr At (5.10)
Cmeassr = | measer dt 511
Qdiff,tr = Uset point,tr — Qmeas,tr (5.12)

The supply air temperature considered in these balances is measured in the PASSYS test cell
and it corresponds to the supply air temperature that the heating system can provide under
the specified conditions (extract and ambient air temperature). The supply air temperature that
would occur with the set point extract temperature would be slightly different from the

measured one. This aspect is disregarded in the previous balances.
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5.5.2 Coldbox Temperature Error

The ambient temperature is reproduced in the coldbox. As already explained for the test room,
also here an error cannot be completely avoided. This error is caused by the possible
deviation between the set point temperature and the real coldbox temperature. In order to
evaluate this deviation, a energy balance is carried out including the heat pump condenser
and backup heater.

The equations (5.13), (5.14) and (5.15) are used in order to evaluate the deviations of the
heating system power caused by the coldbox temperature deviation. The supply air
temperature used in the equations (5.13) and (5.14) is the measured supply air temperature
during the HiL simulation. 9,,, is the temperature of the airflow before the heat pump
condenser. This is calculated with the Simulink model of the heat exchanger by using as input

the set point coldbox temperature in order to obtain 9 and the measured cold box

sup,0set point

temperature in order to obtain 9 The volume flow Vmeas,sup is measured during the

SUP,Omeasured”
HiL simulation after the backup heater so the air density p and specific heat capacity c, are
calculated by using as input 9, ;, the ambient pressure and the ambient absolute humidity.
The ambient air is always heated up through which the heat exchanger and the heating

system so the absolute humidity is constant.

Qset point,ch = I}'meas,sup PrCy (19sup,2 - 195up,05et poinit)
Qmeas,cb = I'/meas,sup "PrCpe (ﬁsup,Z - ﬁSUPrOmeasured)
Qdiff,cb = Oset point,cb — Qmeas,cb = Vmeas,sup P Cp (ﬁsup,omeasured - ﬁsup,osetpaim)
The energy can be obtained by integration of the powers over the HiL period:
Qset point,ch — J— Qset point,ch dt (5.16)
Qmeas,cb = f Qmeas,cb dt (5'17)
Qdiff,tr = Qset point,cb — Qmeas.ch

The supply air temperature 9, , used in the equations (5.13) and (5.14) is taken from the HiL

simulation. This temperature would be slightly different if the cold box temperature was equal

to the set point temperature. This aspect is disregarded in the balances.
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5.5.3 Total Error

The committed error over the test room temperature is calculated by disregarding the coldbox
temperature error and the error over the coldbox temperature is calculated by disregarding the
test room temperature error. By using the superimposition principle it is possible to add the
two balances in order to calculate the overall error. The balance involved in the total error

calculation is shown in Figure 5-14.
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Figure 5-14: Energy Balance
The equations (5.19), (5.20) and (5.21) are involved in the total error determinations.
Qset point = Qset point,cb — Qset point,tr (5'19)
Qmeas = Qmeas,cb - Qmeas,tr (5'20)
Qdiff = Qset point — Qmeas (5.21)
The energy can be obtained by integration of the powers over the HiL period:
Qset point — f Qset point dt (5.22)
OQmeas = f Qmeas dt (5.23)
Qdiff = Uset point — Qmeas (5.24)

5.6 HEAT PUMP POWER DEVIATION

The power introduced in the Simulink building model can be different from the real power
produced by the heating system and delivered to the real airflow that takes place within the
MVHR inside the PASSYS test cell, so the deviation between these two powers is calculated.

This problem is present only within the scenarios 1, 2 and 3.
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The real heat pump power is calculated with the equation (5.25), by using:
. 3
- the measured volume flow V045 [mT]

- the measured supply air temperature 95,51 meas [°Cl;

. . kgl.
- the simulated denS|ty Psim (19sup1,mea51 Xamb» pamb) [ﬁ}

- the simulated specific heat capacity ¢, sim (Jsup1,meas Xambr Pamp) [kg%(]

- the simulated supply air temperature after the heat exchanger 9,0 sim [°Cl;

- the frequency set by the hardware controller f [Hz].

. . f
QReal = (ﬂsupl,meas - 19supo,sim) : Vmeas * Psim * Cp,sim : +m ' Pmax,BU (5'25)

The power used within the building model during the HiL simulation is calculated by using the

equation (5.26).

QHiL = (ﬂsupZ,HiL - I9supo,sim) - Mpyp, Cp,sim (5'26)

Where:
Ysupz,miz 1S the supply air temperature of the air flow used in the building model during

the HiL simulation [°C].
- 1y is the air massflow used in the building model during the HiL simulation [k?g];

By knowing Qreq; and Qy;, the deviation can be analysed.

5.7 SCENARIO 1

57.1 Test Room Temperature Error

Figure 5-15 shows the comparison between the measured test room temperature (blue) and
the test room set point temperature (magenta) that corresponds to the extract air temperature,
measured in the scenario 1. As it can be observed, the test room temperature has some
oscillations when the backup heater or the heat pump change quickly their power. This can
happen when the heat pump and the backup heater are doing on/off cycles or when the heat

pump is doing the de-icing.
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Figure 5-15: Comparison of the measured and set point temperature of the test room (scenario 1)

18.6 -

Table 5-2 shows the maximum, mean and minimum value of Quirre aNd Qger point,er
calculated according to equations (5.7), (5.8) and (5.9).

These powers are calculated by doing a balance over the test room, the set point power
(Qsetpoint,tr) uses the set point temperature of the extract air while the measured power
(Qmeas_tr) uses the measured temperature of the extract air. Qdiff_tr is the difference between
the set point and the measured power.

The mean value of Qdiff,tr and Q¢ point,tr are calculated by considering the absolute values.

Table 5-2: Maximum, mean and minimum value of Qg; s and Qser poine,.r fOr the balance over the test
room (scenario 1)

Qdiff,tr [W]

Qset point,tr [W]

Max 15.0 818.5
Mean 1.47 298.1
Min -17.8 -135.5
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The energy can be obtained by integration of the powers over the considered period, as it is
shown in the equations (5.10), (5.11) and (5.12), and these values are listed in Table 5-3.

Table 5-3: Energy values of the balance over the test room (scenario 1)

Q¢r [Wh]

Qset point,tr] 20958.5

Qmea,tr 20960.0
Qaiff tr -1.5

The balance already explained in section 5.5.1 is now applied to the most critical point around

the hour 12.5. Figure 5-16 shows the zoom of the Figure 5-15 around the hour 12.5.
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Figure 5-16: Zoom of Figure 5-15

With the equations (5.7), (5.8) and (5.9) the power differences are calculated and the results
are listed in the Table 5-4. The mean value of Qdiff,tr and Qsetpoint,tr are calculated by

considering the absolute values.

Table 5-4: Maximum, mean and minimum value of Qu;fs.¢r and Qe poine,¢r fOr @ section of period of the

scenario 1
Qdiff,tr [W] Qset point,tr [W]
Max 10.8 725.7
Mean 6.0 328.7
Min -17.8 -70.1
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The energy values can be obtained by integration of the powers, as shown in the equations

(5.10), (5.11) and (5.12), and these values are listed in Table 5-5.

Table 5-5: Energy values of the balance over the test room for a section of period of the scenario 1

Qcr [Wh]
Qset point,tr| 431.02
Qmeas,tr 430.91

Qaiff.tr 0.11

From these results, it is possible to conclude that the temperatures deviations which occur in

the test room are not significant in the considered case.

57.1 Coldbox Temperature Error

Figure 5-17 shows the measured and the set point coldbox temperatures. As it can be seen,
the trends are almost coincident. This aspect is underlined in Figure 5-18 where a zoom of

Figure 5-17 is reported.
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Figure 5-17: Comparison of the measured and set point temperature of the Coldbox for the scenario 1
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Figure 5-18: zoom of the Figure 5-17

Qset point,cbr Qmeas,cy and Quirrcp are calculated by means of the equations (5.13), (5.14) and
(5.15). These powers are calculated by doing a balance over the heat pump condenser and
backup heater, the set point power Q. point,cb 1S Calculated by using the set point temperature
of the supply air after the heat exchanger, the measured power Qmeas,cb is calculated by using
the temperature of the supply air after the heat exchanger that occurs with the measured
coldbox temperature. Table 5-6 shows the maximum, mean and minimum values of Qdiff,cb

and Qsetpomt,cb. The mean value of Qdiff,cb is calculated by considering the absolute values of

Qdiffcb-

Table 5-6: Maximum, mean and minimum value of Qg; s c» and Qe poine,c» fOr the balance over the
coldbox (scenario 1)

Qairf.co (Wl | Qset point.co [W]
Max 1.52 1142.7
Mean 0.142 468.14
Min -0.911 0

The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.16), (5.17) and (5.18), and these values are listed in Table 5-7.

Table 5-7: Energy values of the balance over the coldbox (scenario 1)

Qaiff.co [Wh]
Qset point,ch 33706.0
Qmeas,cb 33707.0
Qaiff.co -1
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From these results, it is possible to conclude that the coldbox temperature deviations are not

significant in the considered case.

5.7.2 Total error

Qset point» Omeas and Qs are calculated by means of the equations (5.19), (5.20) and (5.21).
By using the superposition principle, the errors calculated from the balances over the coldbox
and over the test room can be summed up in order to define the total error.

The maximum, minimum and mean value of Q'dl-ff and of Qg point @re shown in Table 5-8.

The mean value of Q'dl-ff is calculated by considering the absolute values.

Table 5-8: Maximum, mean and minimum value of Q;r and Qe poin: for the scenario 1

Qairr [W] Qset point [W]
Max 17.5 366.3
Mean 1.58 177.1
Min -15.0 58.2

The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.22), (5.23) and (5.24) and these values are listed in Table 5-9.

Table 5-9: Energy values calculated from the whole balance for the scenario 1

Qairr [Wh]
Qset point 12747.6
Qmeas 12747.0
Quifs 0.6

The overall error calculated during the three day of the HiL simulations is minor compared with
the involved powers, so the set point temperatures are reproduced with high accuracy inside
the cold box and the test room.

5.7.3 Power deviation

In this scenario is present a deviation between the power delivered by the heat pump inside
the PASSYS test cell and the power introduced in the building madel. This deviation is caused
by the usage of the measured supply air temperature inside the building model. In fact, the
measured supply air temperature occurs in a defined airflow in the PASSYS test cell while the

airflow introduced in the model has different characteristics (i.e. the building model uses a
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constant air volume flow while the volume flow that occurs within the PASSYS is not constant
and the simulated air density is not equal to the real one).
The powers calculated with the equations (5.25) and (5.26) are reported in Figure 5-19.

The mean power values and the relative deviation are reported in Table 5-10.

Table 5-10: HiL and real power comparison for the scenario 1

Q [W]
HiL 509.8 (7.6%)
Real 473.7
1200 F 1 . =
Real
p HiL
1000 f -
800 - -
2 600 - -
s RARRA |
400 | \; \5; &
200 - -
0 | | | |
0 10 20 30 40 50 60 70

time / [h]

Figure 5-19: HiL simulation and real heating system powers for the scenario 1

The deviation decreases with the power because with high supply air temperature the error

over the Simulink mass flow calculation is higher.

57.1 Results of the Scenario 1

Comparison of the HiL and Simulink simulation

In this section, the results obtained from the HiL simulation are compared with the results
obtained from the Simulink model of the heat pump and of the controller. In order to make the
results comparable, the same assumptions over the supply air mass flow calculation are taken
in the Simulink model.
Figure 5-20 shows the frequency and the controlled temperature error trends of:

- the HiL simulation (where the heat pump is controlled by the hardware controller)

- the Simulink simulation, where the heat pump and controller models are used.
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When the frequency is equal to 251 Hz or 151 Hz the heat pump is doing the de-icing. Within
the first 7 hours, the heat pump and the backup heater are both working with the maximum
power, then the windows opening disturbance is simulated. Here the backup heater has some
on/off cycles because the controlled temperature reaches the set point value and because of
the disturbance. Until the hour 34, the heat pump works with the maximum power and the
backup heater is switched on only when the heat pump is in the de-icing period. In the period
after 35 hours, only the heat pump is working. Since the error increases during the de-icing
period, the set point frequency can becomes higher than 150 Hz, so the backup heater is
switched on and the set point frequency becomes 251 Hz. In the hour 60, the heat pump is

doing on/off cycles, in this simulation the minimum runtime of the heat pump is 15 min.

The Simulink model cannot recognize that the heat pump is working at the minimum level and
the evaporator temperature is not low enough for the de-icing, so it is doing the de-icing also
in this period where the hardware controller does not require the de-icing. Moreover, the
Simulink frequency cannot match exactly the de-icing timing. Even if the heat pump is working
all the simulation time with the full power, the real de-icing timing are different from the timing
set in the simulation (e.g. after the de-icing the evaporator temperature takes time to decrease
so the next de-icing cycle will take place later than 2 hours). This effect is not avoidable with

this model because the physical model of the refrigerant cycle is not implemented.

The hardware controller variables can change with an accuracy of 0.05, while in Simulink the
accuracy is eps = 2.2204 - 1071°, From the hour 10 to 34, the backup heater is switched off
even if the error is not zero. This is due to the error accuracy, in fact the hardware controller is
able to read the error with round off number. In Simulink this effect is reproduced by means of

a relay block (Figure 3-25).
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Figure 5-20: Comparison of frequency and error between HiL simulation and Simulink simulation

Figure 5-21 shows in the first subplot, the comparison between the controlled temperature in
the HiL and Simulink simulations and in the second subplot the comparison of the supply air
temperatures. In the first 1.5 hours the supply air temperature of the HiL is lower than the
Simulink one, this can be caused by non-steady state conditions in the beginning of the HiL
experiment. From the hour 1.5 to the hour 10, the HiL supply temperature is higher than the
Simulink temperature. This is caused by a measurement error in the 9, ; as discussed with
Figure 5-16. Around the hour 19 the controlled temperature decreases because of the

windows opening, for this reason the backup heater does some on/off cycles.

In the hour 37.5 the ambient temperature has a peak, so the controlled temperature increase
and the supply air temperature decrease. In the period between the hours 40 and 55 the
backup heater is not necessary thanks to the higher ambient temperatures respect to the
previous period and because the error is already reduced. In the hours 60 the ambient
temperature has a peak, so the building energy demand decreases and the heat pump is not

anymore able to reduce its power. In this period the heat pump works with on/off cycles.
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Figure 5-21: Comparison of the controlled and supply air temperatures between HiL simulation and
Simulink simulation

Controller behaviour

The HiL and Simulink frequencies are not constant in the first hours, but they have some steps
caused by the anti-windup. When the controller output reaches the maximum saturation limit,
the integrator part is hold. When the error decreases, the integral gain is again free to change
its value. Figure 5-22 shows the Simulink controller parameters, the first plot shows the supply
air temperature set point, the second subplot shows the temperature difference over the
controller saturation block, the third subplot shows the proportional gain and the last subplot
shows the integral gain. The already described anti-windup behaviour is illustrated here.
When the temperature difference over the controller saturation block is different from zero, the
integrator gain is hold and the supply air temperature set point has its maximum value. Than
the proportional gain decreases with the error and with the controller output, so the integrator

is again free to increase its value.

112

amb



E 250 - | l | | v vrnlrw v Iw vlv v V-v-h,l—
b 2499 | | 1 1 | | | |
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
time / [h]
—_ 0 T T T T T T T T
X A AVIVAVIAYAVAVAVAAVIAVAVA!
< oo
< 004t | . | | | | I )
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
time / [h]

0.5 0.6 0.7 0.8 0.9 1 1.1 12
time / [h]

Figure 5-22: Simulink controller parameters

5.8 SCENARIO 2

5.8.1 Test Room, Coldbox and Total Temperatures Error

These analysis are carried out in APPENDIX 2.1.

5.8.2 Comparison of HiL and Simulink Simulation

In this section, the results obtained from the HiL simulation are compared with the results
obtained from the Simulink model of the heat pump and of the controller. In order to make the
results comparable, the same mistake over the supply air mass flow calculation is taken in the
Simulink model.
Figure 5-23 shows the frequency and the controlled temperature error trends of:

- the HiL simulation (where the heat pump is controlled by the hardware controller)

- the Simulink simulation, where the heat pump and controller models are used.

The Simulink and HiL trend comparison is quite good. It can be seen that in the first period
both system are working with the maximum power but the error decreases faster within the
HiL simulation respect to the Simulink simulation.

This is due to the higher supply air temperature measured in the HiL simulation with respect to
the supply air temperature delivered by the heat pump model within the Simulink simulation.

This problem is explained with Figure 5-25.
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Figure 5-23: Comparison of frequency and error between HiL simulation and Simulink simulation

Figure 5-24 shows in the first subplot the sensitive temperature of the zone 5 for the HiL and

Simulink simulation and the ambient temperature trend. In the second subplot are present the

supply air temperatures of the HiL and Simulink simulation.
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Figure 5-24: Comparison of controlled and the supply air temperatures between HiL simulation and
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5.8.3 Measurement error

The test shown in Figure 5-25 is carried out in order to understand the 9, ; measurement
deviation. The heat pump is switched on with the maximum power and than also the backup
heater is switched on with the maximum power. 95, ; and ¥, , have the same value as long
as the backup heater is switched off. When the backup heater is switched on both d,, ; and
Ysup,2 iNCrease while only dg,,, should increase. This difference is due to an error in the
measurement of the 95, ;. The temperature sensor is not protected from the irradiation hence
when the backup heater is switched on, the measured temperature is higher than the real

temperature.

1 1 1 1 1 1

20 40 60 80 100 120
time / [min]

Figure 5-25: Test over dg,;,1 and s,

5.8.4 Controller behaviour

Figure 5-26 shows the Simulink controller parameters: the first subplot shows the set point of
the supply air temperature, the second subplot shows the temperature difference over the
controller saturation block, the third subplot shows the proportional gain and the last subplot
shows the integral gain. With the back calculation anti-windup, the integral gain is always free
to change even if the system is in saturation. Since the back calculation anti-windup is used in

this scenario, the problems explained in the chapters 3.4.2 and 5.7 are here not present.
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Figure 5-26: Simulink controller parameters

5.9 SCENARIO 3

59.1 Test Room, Coldbox and Total Temperatures Error

The analysis of these deviations are not done in this scenario because the boundary

conditions are the same of the scenarios 1 and 2 and for these cases the error analysis has

been already discussed.

5.9.1 Power deviation

The calculation of the supply airflow characteristics is done as in the scenarios 1 and 2 so the

power deviation is again the same already explained.

Comparison of the Supply Air Temperature Between the Scenarios 1, 2 and 3

The trend of the results is the same already explained in the previous scenarios so only the
main difference is here reported. Figure 5-27 shows the comparison between the measured
Usup,1 Within the scenarios 1, 2 and 3. The selected period is the periods in which the backup
heater is in operation. The scenarios 1 and 2 have higher supply air temperature with respect

to the scenario 3. From the hour 7 the backup heater does on/off cycles, while the heat pump
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is still working with the maximum power. Theoretically, ¥5,,, should not be affected by any
variation of the backup heater power, but in the scenario 1 and 2 can be seen that ¥, , is

changing if the backup heater power changes.
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Figure 5-27: Comparison between the measured ¥, ; of the scenarios 1,2 and 3

5.10 SCENARIO 4

5.10.1 Test Room, Coldbox and Total Temperatures Error

These analysis are carried out in APPENDIX 2.2.

5.10.1 Power deviation

Within this scenario the power delivered by the heating system in the PASSYS test cell is
exactly the same of the power introduced in the Simulink building model during the HiL
simulation. The powers are coincident because the temperature difference of the supply
airflow caused by the heating system is calculated with the equation (5.4) where 9, is
calculated by dividing the real heating system power for the simulated supply air mass flow
and specific heat capacity. Anyway, an analysis can be done over the deviation of the mass
flow.

Figure 5-28 shows the comparison between the mass flow introduced in the building model
and the real mass flow that occurs inside the MVHR system of the PASSYS. The mass flow

introduced in the building model is calculated by considering a constant volume flow of

3
120 [mT] and an air density simulated in function of ¥, ;, absolute humidity of the ambient

temperature and in function of the ambient pressure. The real mass flow is calculated by
considering the same density and the measured supply air volume flow. The reported values

are mediated every three minutes. As it can be seen, the trends are similar.
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Figure 5-28: Comparison of the mass flow for PASSYS test cell and building model

Table 5-11 shows the comparison between the mean values (over the considered period) of
the real mass flow and of the mass flow introduced in the Simulink model. As it can be seen,

these values are almost the same.

Table 5-11: Mean values of the mass flows

Mass flow [%]

Real mass flow 0.0376

Simulink model mass flow 0.0377

Since the powers and the mass flows have close trend in the Simulink model and in the

PASSYS test cell, also the supply air temperatures should be close.

5.10.2 Comparison of the HiL and Simulink simulation

The results collected from the HiL simulation are compared with the results obtained by using
the Simulink model of the heating system and of the controller.

Figure 5-29 shows the comparison between HiL and Simulink results of the frequency and of
the error (difference between set point temperature and controlled temperature). As it can be
seen, the Simulink trend and the HiL trend are similar. The different usage of the backup
heater during the de-icing between the HiL and Simulink simulation that can be noticed in the
period from hour 42 to hour 58 cannot be explained without the analysis of more detailed data

of the Hardware controller, but it has a minor influence.
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Figure 5-29: Comparison of frequency and error between HiL simulation and Simulink simulation

Figure 5-30 shows the comparison of the controlled and supply air temperatures between HiL

simulation and Simulink simulation.
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Figure 5-30: Comparison of the controlled and supply air temperatures between HiL simulation and

Simulink simulation
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Figure 5-31 shows the first hours of simulation, as it can be seen the Simulink and HiL
simulations deliver close results. In the first instant the supply air temperatures are different
because the integrator of the Simulink controller starts from zero while the integrator of the
hardware controller cannot be reset to zero. The controlled temperature reaches the set point
values almost in the same moment within the HiL and Simulink simulation and the supply air
temperature has almost no deviation. It can be noticed that in the HiL simulation the de-icing
interval are slightly longer than in the Simulink simulation this is due to the temperature-time
control of the de-icing that is actually implemented while in the Simulink model only a time

control is implemented.
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Figure 5-31: Zoom of the first hours of Figure 5-30
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Figure 5-32 shows the comparison of the de-icing period around the hour 22. As it can be

seen, the controlled temperature trend and the supply air trend over the de-icing period are

similar.
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Figure 5-32: Zoom of the de-icing period of Figure 5-30

Figure 5-33 shows the period around the hour 59 where the heat pump does on/off cycles
after the de-icing. Here can be noticed that both the hardware controller (used within the HiL
simulation) and the Simulink controller model start the on/off cycles period almost in the same

time.
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Figure 5-33: Zoom of last hours of Figure 5-30
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From these results, it is possible to say that the heat pump controller model is able to simulate
with quite high accuracy the real heat pump behaviour with the boundary conditions used in

this scenario.

5.10.3 Analysis of the Energy Demand Calculation Accuracy

The energy demand calculation is explained in chapter 3.5.2. The comparison between the
electric power measured during the HiL simulation and the electric power simulated with
Simulink is reported in Figure 5-34. After the de-icing period, the electric power in Simulink
falls to zero because during the de-icing the heat pump power is kept equal to zero and when
the de-icing is finished, the power delivered by the heat pump increases but not immediately
thanks to the time constant. This problem can be clearly seen in Figure 5-35. This aspect can
be improved within the Simulink model.

The electric power simulated in Simulink is lower than the measured electric power because in
Simulink the additional heater used in order to avoid the icing of the condensate created
during the de-icing period is not considered. As it can be seen in Figure 5-35 when the de-
icing period starts, the electric power increases because the compression work increases.
When the de-icing period finishes the electric power demand is still higher with respect to the
normal behaviour demand, this is due to the additional heater that is in operation for a time

period longer than the de-icing period.
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Figure 5-34: HiL and Simulink simulation electric power comparison
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Figure 5-35: Zoom of two de-icing period of Figure 5-34

5.1 SCENARIO 5

5.1.1

Humidity Error

46.5

Within this scenario, the extract air humidity is used as input for the PASSYS test cell. The

deviation between the extract air humidity and the test room humidity is reported in Figure

5-36. As it can be seen, the humidity inside the test room is always following the set point

trend except for the highest peak around the hour 8 where the measured humidity is in delay

with respect to the set point trend.
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Figure 5-36: Comparison of the set point and test room relative humidity
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5.1.2 Comparison of the Scenarios 4 and 5

In this section the comparison between the scenarios 4 and 5 is presented. Figure 5-37 shows
the controlled temperature and the supply air temperature of the scenarios 4 and 5. As it can
be observed, the scenario 5 has higher supply air temperature and for this reason, the
controlled temperature increases faster compared to the scenario 4. Within the period from the

hour 12 to 35, the controlled temperature is higher in the scenario 5 with respect to the

scenario 4.
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Figure 5-37: Comparison of the controlled temperature and supply air temperature
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Figure 5-38 shows the comparison of the thermal power delivered by the heat pump and of
the system frequency. Within the scenario 5, the heat pump delivers higher power. With higher
humidity content, more condensate is created within the heat exchanger so the exhaust air
has higher temperature. This means that the evaporator has higher power available and that
the condenser is able to deliver higher thermal power to the supply airflow. In the previous
scenarios, the extract air had a relative humidity around 20-25%, so even with low
temperature it produces only a few amount of condensate.

In the period from the hour 16 to the hour 34, after the de-icing the system starts with the
frequency of 150 Hz in the scenario 4 and 5. Within the scenario 5, the heat pump is able to
deliver more power, so it quickly reaches the set point temperature than the controller lowers
the set point frequency, while within the scenario 4 the system is kept to 150 Hz during the
whole period. This effect cannot be simulated with the Simulink controller and heat pump
model because the implemented lookup tables do not contain information regarding the heat
pump behaviour with different level of relative humidity in the extract air. This aspect can be

examined more into detail in further work.
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Figure 5-38: Comparison of the thermal power delivered by the heat pump and of the frequency

between the scenarios 4 and 5.
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Figure 5-39 shows the electric power demand of the heat pump for the scenarios 4 and 5. As
it can be observed, the electric demand follows the frequency trend, so the power required by
the heat pump with dry extract air (scenario 4) has different trend compared to the power
required within the scenario 5.

The implemented Simulink model cannot predict the electric power required by the heat pump
when the extract air has high level of relative humidity because the lookup table involved in
the model does not contain enough information about the heat pump behaviour in these

conditions.
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Figure 5-39: Electric power required by the heat pump

The energy demands of the heat pump for the scenarios 4 and 5, over the considered period

of time, are listed in tables Table 5-12.

Table 5-12: Energy demand of the heat pump over the considered period for the scenario 4 and 5

E | [kWh]
Scenario 4 7.65
Scenario 5 7.46
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6 CONCLUSIONS AND OUTLOOK

The system controls parameters are determined by studying the open loop dynamic system
response to an input disturbance. The Chien, Hrones and Reswick formulations are used in
the determination of the proportional integrative control parameter. These formulations are
defined for fast responding systems while the building is slow responding, so the Pl parameter
delivered from the Chien, Hrones and Reswick formulations are modified in order to ensure a
good control. The hallway temperature is the controlled variable for the controller. Further
investigations can be done in order to examine the case in which the extract air temperature is

the controlled variable or the case in which the controlled variable is a floating temperature.

An optimization of the minimum runtime is carried out by running yearly simulations with
different minimum runtimes and by comparing the number of on/off cycles, the number of

under and over-heating hours, the SCOPsys and the SCOPyp.

The heating system and controller models are developed in this work. Both are based on the
lookup tables of the studied system performances. By changing the data of the involved
system with other data, it is possible to simulate other systems with the same model. From the
comparison between the HiL and Simulink simulation the controller and heating system model

are validated.

The performances of the heat pump with different ambient temperatures and fixed room
temperature are determined by means of measurement within the PASSYS test cell and used
in the lookup tables involved in the Simulink model. Other measurement can be done in order
to have a more detailed performances map that involves also different extract air temperatures
and humidity levels. Anyway, the ice formation on the evaporator cannot be predicted. The
determination of the performances map is time consuming. In order to reduce the time
required by this phase, automatic algorithms can be developed. With dry extract air, the

accuracy of the results is not strictly dependent on the considered number of measured points.

The simple building model is implemented within this work and then compared with an already
calibrated and validated complex model. The simple model is low time consuming and for the
whole flat delivers energy demand with low deviations with respect to the complex building
model results. Therefore, it can be used in order to estimate the results before to use the
complex model. However, the simple model cannot be used when the air temperature
fluctuations within the zones are studied. The simple model temperatures, change slowly
because its calculation involves the whole zone capacity while the convective node
temperature of the complex model responds quickly to the convective power balance
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variations. For this reason, the complex model is used in the HiL simulations where the

convective temperatures variations are essential in order to test the controller behaviour.

Hardware controller problems have been detected thanks to the HiL simulations. In the first
scenario the limits of the conditional integration anti-windup are highlighted. In the fourth
scenario, the error on the supply air temperature is reduced. This error is caused by the
constant air volume flow implemented in the building model and the non-constant volume flow
that actually occurs. Further model improvement can be done in order to ensure a variables

volume flow.

The deviation of the test room and coldbox temperatures are studied and from the power
balances can be seen that this deviations are not relevant with respect to the system power.
The accuracy of the coldbox and test room temperatures is important in order to assure the

accuracy of the HiL simulations.

In the last scenario, the heat pump behaviour with different air humidity level of the extract air
is analysed. The condensation occurs inside the heat exchanger with high humidity level of
the extract air. In this case, the temperature difference of the extract air over the heat
exchanger is reduced and a higher power is available in the exhaust airflow for the heat pump
evaporator. After the de-icing, the heat pump power is higher than in the cases without
condensation. HiL can be used to study systems with high nonlinearities, like the ice formation

on the evaporator.

128



APPENDIX 1: COMPARISON OF SIMPLE AND
COMPLEX BUILDING MODEL

APPENDIX 1.1: INTRODUCTION

Within this work, both complex (chapter 2.3) and simple (chapter 2.2) building models are
used. The complex model is based on the CARNOT toolbox and has been developed by
(Siegele, 2013) and then calibrated and validated by means of comparation with measured
data for the existing building (Leonardi, 2016). A simplified model has been developed within
this work. A comparison between the yearly results of the simple and complex building models
is done in order to test the accuracy of the simple model. This comparison is carried out by
considering the same boundary conditions, building properties and heating system in both
models. The heating system used in the comparison is based on ideal radiators. In the

following section the building energy balances are analysed.

APPENDIX 1.2: HEATING DEMAND

Figure Al-1 shows the monthly heating demand differences for each zone for each month.
These values are calculated for each zone i and for each month j, by doing the differences
between the monthly energy demand of the complex and the simple model as it is shown in
the equation (Al.1).

Q

ij = Qij COMPLEX Qi‘jSIMPLE
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Figure Al-1: Monthly heating demand differences for each zone

The yearly differences for each zone and the total yearly difference for the whole flat are
shown in Table Al-1. The zone coupling is probably not perfect in the simple model due to the
required simplifications, but the yearly balance for the whole flat delivers good results. The

deviation of the simple model is less than 3% with respect to the yearly energy demand of the

complex model (14 0 [kWI;])

Table Al-1: Yearly energy demand differences

Yearly heating Yearly heating Yearly heating
demand demand demand
Complex model simple model differences
Zone 1 [kWh] 9.42 6.69 2.73
Zone 2 [kWh 7.64 8.11 -0.47
Zone 3 [kWh] 13.0 14.6 -1.65
kWh
Zone 4 [ ] 25.5 25.9 -0.44
Zone 5 [kWh 15.1 15.9 -0.86
Zone 6 [kWh] 31.4 32.4 -1,.00
Total kﬂ;] 14.0 145 -0.42
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Table Al1-2 shows the monthly heating demands for the whole flat. As it can be observed, the
differences for the whole flat are small. In April, May and October, the relative deviations are
high but the absolute values are small.

The simple model is useful because it takes few minutes to run a yearly simulation, so it can

be used in order to estimate the results before to runtime-consuming simulation with a

complex model.

Table Al-2: Monthly balances over the whole flat

Monthly heating Monthly heating Monthly heating
demand demand demand % Deviation
complex[%] simple[% differences [%2]

Jan 3.79 3.88 -0.0862 2.27
Feb 2.93 2.94 -0.0122 0.416
Mar 1.68 1.64 +0.0391 2.33
Apr 0.117 0.153 -0.0359 30
May 0.0184 0.0217 -0.0033 17.93
Jun 0 0 0
July 0 0 0
Aug 0 0 0
Sept 0 0 0
Oct 0.118 0.206 -0.0876 74.3
Nov 1.97 2.07 -0.101 5.13
Dec 3.40 3.54 -0.135 3.97

APPENDIX 1.3: STRUCTURES MODEL

The complex model has been modified within this work. In particular, the structure block has
been changed with a simplified structure with a fixed number of layers. The number of layers
and the subdivision of the wall layers are important factors in matter of accuracy. In this
section, the temperature profiles inside the wall with different wall subdivisions are analysed
and compared. The wall properties are reported in Table A1-3. The layers 1 and 7 are the
external and internal plaster, the layer 6 is the brick layer and the layers 2, 3, 4 and 5 are

insulation layers.
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Table A1-3: Wall properties from the external to the internal layer

Layers
1 2 3 4 5 6 7
d [m] 0.035 0.3 0.015 | 0.06 0.06 0.24 0.01
=] 0.08 | 0.049 0.2 0.04 0.06 0.7 1
R [mvzv“_ 0438 | 6.122 | 0.0750 | 1.50 1.00 | 0343 | 001
c [kg"—K 2500 | 753.6 | 1700 600 1000 900 900
o[ 300 93.2 650 50 50 1400 1400
Capacity [-+—] | 26250 | 21071 | 16575 | 1800 | 3000 | 302400 | 12600

Figure Al1-2 shows the different kinds of analysed wall subdivision. The blue layers
correspond to insulation materials, the red layer corresponds to the brick and the pink layers
correspond to the plaster. In the cases 1, 2 and 3 the wall is subdivided in two layers with

three capacities, while in the case 4 the wall is divided in 7 layers with 8 capacities. Over the

considered cases, the total wall capacity (383700 [?J_K]) and the total wall resistance (9.488

'm’ K
7]) are constant.
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Figure A1-2: Wall subdivisions for the four analysed cases
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Table Al1-4 shows the capacities and resistances values for each case. Since the case 4
involves the higher number of layers, it is the most accurate between the considered cases.

The accuracy of the results can be increased by considering more wall layers.

Table A1-4: Capacities and resistance values for each case

Capacities Resistances Layers position
Cases J m2 K
[mZK [ w ] [m]
C1 = 34348
R1 =9.135 d1=0.47
1 C2 = 191850
R2 = 0.353 d2=0.25
€3 =157500
C1 = 32337
R1 =8.251 d1=0.423
2 C2 = 191850
R2 = 1.237 d2=0.297
€3 = 159510
C1=18393
R1 = 3.499 d1=0.185
3 C2 = 191850
R2 =5.989 d2=0.5350
C3 =173460
C1=13125
R1 =0.438 d1=0.035
C2 = 23660
R2 =6.122 d2=0.30
C3 =18823
R3 = 0.0750 d3=0.015
C4 =9188
4 R4 = 1.50 d4=0.060
C5 = 2400
R5 = 1.00 d5=0.060
C6 = 152700
R6 = 0.343 d6=0.240
C7 = 157500
R7 = 0.01 d7=0.010
€8 = 6300
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The different wall discretization are tested by using an external temperature with a step and a
constant internal temperature. These boundary conditions are shown in Figure A1-3. The wall

model is used in the two star model so two internal temperature are present (Sragiaive and

13convective) .
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Figure A1-3: Boundary conditions

Figure Al-4 shows the temperature profiles in the wall for each case before the step. The wall
is at the steady state so each model has the same heat losses. In fact, the internal and
external surface temperatures are the same for each model, but the temperature profiles are
different. As it can be seen in Figure Al-4 the case 1 has the best agreement with the case 4.

The wall layers are represented by the magenta dotted lines.
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Figure Al-4: Temperature profiles in the wall before the step
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Figure A1-5 shows the temperature profile for each case after 5.83 hours from the step. Since
the wall is not in the steady state, the heat losses are not the same in each case in fact the

external surface temperatures are not equal.
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Figure A1-5: Temperature profiles in the wall after 5.83 hours from the step

The temperature profiles after 60 days from the step are shown in Figure Al-6, where new

steady state conditions are reached.
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Figure A1-6: Temperature profiles after 60 days from the step (new steady state is reached)

The case 1 has the better agreement with the more accurate case 4 in each time step.
Figure A1-7 shows the different dynamic behaviour of the four cases. As for the temperature
profiles, again the case 1 has the best agreement with the case 4. The heat losses in the

steady state are the same for each case, while the dynamic behaviours are different as it can
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be seen in Figure Al-7. The dynamic behaviour depends on where the capacities are placed
and which values are given to the resistances. In the case 1, all the insulation is considered in
the resistance R1 while in the case 2 and 3 a part of insulation is included in the resistance

R2. For this reason, the cases 2 and 3 have slower response with respect to the cases 1 and
4,
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Figure A1-7: Heat losses (power and energy) through the studied wall

After this analysis, it is possible to conclude that the discretization used in the case 1 is the
most suitable for the dynamic simulation.
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APPENDIX 2: ERROR ANALYSIS OF THE HIL
SIMULATIONS

APPENDIX 2.1: SCENARIO 2

APPENDIX 2.1.1: Test Room Temperature error

Figure A2-1 shows the comparison between the test room temperature (blue) and the test
room set point temperature (magenta) that corresponds to the extract air temperature,
measured in the scenario 1. As it can be observed, the test room temperature has some
oscillations when the backup heater or the heat pump change quickly their power. This can
happen when the heat pump and the backup heater are doing on/off cycles or when the heat

pump in the de-icing period.
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Figure A2-1: Comparison of the measured and set point temperature of the test room (scenario 2)

o

Table A2-1 shows the maximum, mean and minimum value of Quirrer aNd Qger point,er
calculated according to the equations (5.7), (5.8) and (5.9). The mean value of Qdiff_tr and

Qsetpoint_tr are calculated by considering the absolute values.
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Table A2-1: Maximum, mean and minimum value of Qdiff_tr and Qg point,e TOI the balance over the test

room (scenario 2)

Qaiff.er [W]

Qset point,tr [W]

Max 10.74 865.91
Mean 1.49 310.43
Min -15.48 -136.17

The energy can be obtained by integration of the powers over the considered period, as it is
shown in the equations (5.10), (5.11) and (5.12), and these values are listed in Table A2-2.

Table A2-2: Energy values of the balance over the test room (scenario 2)

Q¢r [Wh]

Qset point,tr | 21381.1

Qmea,tr 21380.9
Qaiff tr 0.20

The balance already explained in section 5.5.1 is now applied to the most critical point around

the hour 12.5. Figure A2-2 shows the zoom of the Figure A2-1 around the hour 12.5.
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Figure A2-2: Zoom of Figure 5-15

With the equations (5.7), (5.8) and (5.9) the power differences are calculated and the results
are shown in the Table A2-3. The mean value of Q'diff,tr and Qg point,tr @re calculated by

considering the absolute values.
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Table A2-3: Maximum, mean and minimum value of Qdiff,tr and Qsetpoim,tr for a section of period of
the scenario 2

Qaifrer (W] Qset point.tr [W]
Max 10.73 720.16
Mean 4.49 341.00
Min -12.48 -86.50

The energy values can be obtained by integration of the powers, as shown in the equations
(5.10), (5.11) and (5.12), and these values are listed in Table A2-4.

Table A2-4: Energy values of the balance over the test room for a section of period of the scenario 2

Q¢ [Wh]
Qset point,tr 443.79

Qmeas,tr 444.10
Qaifr tr -0.31

From these results, it is possible to conclude that the temperature deviations, occur in the test
room are not significant in the considered case.
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APPENDIX 2.1.2: Coldbox Temperature Error

Figure A2-3 shows the measured and the set point coldbox temperatures.
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Figure A2-3: Comparison of the measured and set point temperature of the Coldbox for the scenario 2

Table A2-5 shows the maximum, mean and minimum values of Qdiff,cb and Qg point,ch- 1€

mean value of Qdiff,cb is calculated by considering the absolute values.

Table A2-5: Maximum, mean and minimum value of Qdiff,cb and Qsetpomt,cb for the balance over the
coldbox (scenario 2)

Qaiff.cp W]

Qset point,cb [W]

Max 0.962 1159.7
Mean 0.122 473.4
Min -0.980 0

The energy values can be obtained by integration of the powers, as it is shown in the

equations (5.16), (5.17) and (5.18), and these values are listed in Table A2-6.

Table A2-6: Energy values of the balance over the coldbox (scenario 2)

Qaiff,co [Wh]
Qset point,ch 33479.4
Qmeas,ch 33479.7
Quiff.cp -0.30
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From these results, it is possible to conclude that the coldbox temperatures deviations are not

significant in the considered case.

APPENDIX 2.1.3: Total Error

Qset point» Omeas and Qq;r¢ are calculated by means of the equations (5.19), (5.20) and (5.21).
The maximum, minimum and mean value of Q'diff and of Qg point @re shown in Table A2-7.

The mean value of Qdiff is calculated by considering the absolute values.

Table A2-7: Maximum, mean and minimum value of Q'diff and Qsetpoint for the scenario 2

Qaifr [W] Qset point [W]
Max 15.49 328.51
Mean 1.50 171.95
Min -10.99 58.48

The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.22), (5.23) and (5.24) and these values are listed in Table A2-8.

Table A2-8: Energy values calculated from the whole balance for the scenario 2

Qairr [Wh]
Qset point 12110.5
Umeas 12111.2
Qaifr -0.70

The overall error calculated during the three day of the HiL simulations is minor compared with
the involved powers, so the set point temperatures are reproduced with high accuracy inside

the coldbox and the test room.

APPENDIX 2.1.4: Power Deviation

The comparison between the real power produced by the heating system in the PASSYS test
cell and the power used in the Simulink model during the HiL simulation is shown in Figure

A2-4. The powers are calculated with the equations (5.25) and (5.26).
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The mean power values and the relative deviation are reported in Table A2-9.

Table A2-9: HiL and real power comparison for the scenario 2

Q [W]
HiL 507.2 (7.4%)
Real 472.4
I
1200 ﬂ Real| 7
i HiL
1000 [~ -
800 [~ -
%‘ 600 _
@ P ARRARR
200 - 1
0 | | | | | | |
0 10 20 30 40 50 60 70
time /[h]

Figure A2-4: HiL simulation and real heating system powers

APPENDIX 2.2: SCENARIO 4

APPENDIX 2.1.1: Test Room Temperature error

Figure A2-5 shows the comparison between the test room temperature (blue) and the test
room set point temperature (magenta) that corresponds to the extract air temperature,

measured in the scenario 4.

142



19.6 - .
19.4 % Lﬂ |
)
2.19.2 _
ES
19 7 .
18.8 - Testroom | |
Set point
! | ! ! | !
0 10 20 30 40 50 60

time / [h]

Figure A2-5: Comparison of the measured and set point temperature of the test room (scenario 4)
Table A2-10 shows the maximum, mean and minimum value of Quirrer aNd Qser poineer
calculated according to the equations (5.7), (5.8) and (5.9). The mean value of Qdiff,tr and

Qsetpoint_tr are calculated by considering the absolute values.

Table A2-10: Maximum, mean and minimum value of Qdiff,tr and Qset,,,,mt_tr for the balance over the
test room (scenario 4)

Qairrer Wl | Qset pointer [W]
Max 12.31 894.60
Mean 2.0911 332.4590
Min -17.75 -126.39

The energy can be obtained by integration of the powers over the considered period, as it is
shown in the equations (5.10), (5.11) and (5.12), and these values are listed in Table A2-11.

Table A2-11: Energy values of the balance over the test room (scenario 4)

Qer [Wh]

Qset point,er | 21407.6

Qmea,tr 21408.4
Qaiff tr -0.80
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The balance already explained in section 5.5.1 is now applied to the most critical point around
the hour 12.5. Figure A2-6 shows the zoom of Figure A2-5 around the hour 12.5.
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Figure A2-6: Zoom of Figure A2-5

With the equations (5.7), (5.8) and (5.9) the power differences are calculated and the results

are listed in Table A2-12: Maximum, mean and minimum value of Q'diff,tr. The mean value of

Q'dl-ff,tr and Qsetpomt_tr are calculated by considering the absolute values.

Table A2-12: Maximum, mean and minimum value of Qdiff,tr for a section of period of the scenario 4

Qairf.er Wl | Qset poine.er [W]
Max 12.30 369.70
Mean 4.40 322.11
Min -12.24 279.70

The energy values can be obtained by integration of the powers, as shown in the equations
(5.10), (5.11) and (5.12), and these values are listed in Table A2-13.

Table A2-13: Energy of the balance over the test room for a section of period of the scenario 4

Qe [Wh]
Qset point,tr 424.07

Qmeastr 423.82
Qaifr tr 0.25
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From these results, it is possible to conclude that the temperatures deviations which occur in

the test room are not significant in the considered case.

APPENDIX 2.2.2: Coldbox Temperature Error

Figure A2-7 shows the measured and the set point coldbox temperatures.
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Figure A2-7: Comparison of the measured and set point temperature of the Coldbox for the scenario 4

Table A2-14 shows the maximum, mean and minimum values of Q'diff,cb and Qg point,ch- 1€

mean value of Qdiff,cb is calculated by considering the absolute values.

Table A2-14: Maximum, mean and minimum value of Qdiff,cb and Qsetpom_cb for the balance over the
coldbox (scenario 4)

Qdiff,cb [W] Qset point,cb [W]

Max 0.939 1159.9
Mean 0.108 506.4
Min -0.8207 0
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The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.16), (5.17) and (5.18), and these values are listed in Table A2-15.

Table A2-15: Energy values of the balance over the coldbox (scenario 4)

Qaiff.co [Wh]
Qset point,ch 33240.5
Qmeas,ch 33239.6
Qaiff,ch 0.90

As for the other scenarios it is possible to conclude that the coldbox temperatures deviations

are not significant in the considered case.

APPENDIX 2.2.3: Total Error

Qset point» Omeas and Qq;¢¢ are calculated by means of the equations (5.19), (5.20) and (5.21).

The maximum, minimum and mean value of Qdiff and of Qsetpoint are shown in Table A2-16.

Table A2-16: Maximum, mean and minimum value of Qdiff and Qg point the scenario 4

Qairr W1 | Qset point [W]
Max 17.74 358.62
Mean 2.13 180.23
Min -12.43 59.09

The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.22), (5.23) and (5.24) and these values are listed Table A2-17.

Table A2-17: Energy values calculated from the whole balance for the scenario 4

Qaiff,co [Wh]
Qset point 11830.0
Qmeas 11828.2
Quirf 1.8

The overall error calculated during the three day of the HiL simulation is minor compared to
the involved powers, so the set point temperatures are reproduced with high accuracy inside

the cold box and the test room.
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APPENDIX 2.3: SCENARIO 5

APPENDIX 2.3.1: Test Room Temperature error

Figure A2-8 shows the comparison between the test room temperature (blue) and the test

room set point temperature (magenta) that corresponds to the extract air temperature,

measured in the scenario 5.
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Figure A2-8: Comparison of the measured and set point temperature of the test room (scenario 5)

Table A2-18 shows the maximum, mean and minimum value of Qdiff,tr and Qsetpoint_tr

calculated according to the equations (5.7), (5.8) and (5.9). The mean value of Qdiff,tr and
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Qsetpoint_tr are calculated by considering the absolute values.
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Table A2-18: Maximum, mean and minimum value of Q’diff‘tr and Qsetp,,mt_tr for the balance over the
test room (scenario 5)

Qaiffer (W]

Qset point,tr [W]

Max 12.72 1029.70
Mean 2.51 405.15
Min -15.02 -174.84
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The energy can be obtained by integration of the powers over the considered period, as it is
shown in the equations (5.10), (5.11) and (5.12), and these values are listed in Table A2-19.

Table A2-19: Energy values of the balance over the test room (scenario 5)

Qer [Wh]

Qset point,tr | 17131.6

Qmea,tr 17128.8
Qaiff tr 2.8

The balance already explained in section 5.5.1 is now applied to the most critical point around
the hour 12.5. Figure A2-9 shows the zoom of the Figure A2-8 around the hour 12.5.
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Figure A2-9: Zoom of Figure A2-5

With the equations (5.7), (5.8) and (5.9) the power differences are calculated and the results
are shown in Table A2-20. The mean values of Qdiff,tr and Qe point,cr are calculated by

considering the absolute values.

Table A2-20: Maximum, mean and minimum value of Q'dl-ff_tr for a section of period of the scenario 5

Qaiff.er [W]

Qset point,tr [W]

Max 11.06 692.83
Mean 4.37 399.84
Min -12.71 -98.22
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The energy values can be obtained by integration of the powers, as shown in the equations

(5.10), (5.11) and (5.12), and these values are listed in Table A2-21.

Table A2-21: Energy values of the balance over the test room for a section of period of the scenario 5

Qe [Wh]
Qset point,tr| 522.9
Omeas,tr 525.0
Qaiffer 2.1

From these results, it is possible to conclude that the temperatures deviations which take

places in the test room are not significant in the considered case.

APPENDIX 2.3.2: Coldbox Temperature Error

Figure A2-10 shows the measured and the set point coldbox temperatures.
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Figure A2-10: Measured and set point coldbox temperatures for the scenario 5
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Table A2-22 shows the maximum, mean and minimum values of Qdiff_cb and Qsetpoint_cb. The

mean value of Q'diff,cb is calculated by considering the absolute values.

Table A2-22: Maximum, mean and minimum value of Qdiff,cb and Qsetpomtrcb for the balance over the
coldbox (scenario 5)

Qdiff,cb [W] Qset point,cb [W]

Max 0.6764 1277.4
Mean 0.0795 606.46
Min -0.7388 0

The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.16), (5.17) and (5.18), and these values are listed in Table A2-23.

Table A2-23: Energy values of the balance over the coldbox (scenario 5)

Qaiff,cp [Wh]
Qset point,cb 25968.3
Qmeas,cb 25968.7

Qaiff,ch 0.4

As for the other scenarios, it is possible to conclude that the coldbox temperatures deviations

are not significant in the considered case.

APPENDIX 2.3.3: Total Error

Qset point» Omeas and Qq;¢¢ are calculated by means of the equations (5.19), (5.20) and (5.21).

The maximum, minimum and mean value of Qdiff and of Qsetpoint are shown in Table A2-24.

Table A2-24: Maximum, mean and minimum value of Qdiff and Qsetpm-m for the scenario 5

Qdiff [W] Qset point [W]

Max 15.0167 375.5919
Mean 2.5100 206.3801
Min -12.7084 97.6939
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The energy values can be obtained by integration of the powers, as it is shown in the
equations (5.22), (5.23) and (5.24) and these values are listed Table A2-25.

Table A2-25: Energy values calculated from the whole balance for the scenario 5

Qaiff.co [Wh]
Uset point 8836.7
Oroas 8839.9
Qairs -3.2

The overall error calculated during the three days of the HiL simulation is minor compared with
the involved powers, so the set point temperatures are reproduced with high accuracy inside

the coldbox and the test room.
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