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New perspec�ves for linguis�c studies In recent years, Ar�ficial Intelligence (AI) has made significant 
strides across various disciplines. The integra�on of AI applica�ons, par�cularly Large Language Models 
(LLM), into linguis�c studies has opened new horizons for the analysis of natural language. From mor-
phosyntax to seman�cs and varia�on linguis�cs, these technologies provide linguists with the oppor-
tunity to explore complex linguis�c phenomena. This development has led to the automa�on of lin-
guis�c tasks such as text genera�on, transla�on, and corpus annota�on to an extent that was previ-
ously unimaginable. However, the applica�on of AI in linguis�c research also reveals challenges. One 
significant issue lies in the need to provide adequate training data for AI models, covering a wide range 
of linguis�c phenomena and structures. O�en, these data are incomplete, uneven, or even erroneous, 
which can compromise the reliability of AI systems. Another obstacle is the fact that AI models may 
inherit implicit biases from the exis�ng data on which they are trained. This can result in distor�ons in 
the results and compromise the neutrality and objec�vity of linguis�c analyses. Furthermore, language 
varia�on seems to pose a challenge. AI models must be able to recognize and process this diversity 
appropriately. This is o�en difficult as the models may be constrained by certain linguis�c paterns or 
norms. The planned workshop will be a forum to discuss how and to what extent AI applica�ons (such 
as ChatGPT, DialoGPT, Meena, BlenderBot, etc.) may be relevant for linguis�c studies. By merging the-
ore�cal approaches in linguis�cs with modern AI methods, the poten�als and challenges of these tech-
nologies for linguis�c research will be explored. The workshop will focus on ‒ but will not be limited to 
‒ the following research ques�ons:  
• How can AI applica�ons be used to inves�gate and compare gramma�cality in different languages? 
Which applica�ons come closest to na�ve speaker intui�on?  
• To what extent can Large Language Models (LLM) be used for automa�c corpus annota�on and anal-
ysis to iden�fy and understand linguis�c varia�on?  
• What role do seman�c models and neural networks play in transla�ng between languages with dif-
ferent syntac�c structures?  
• How can Natural Language Processing (NLP) techniques be used to examine the meaning and usage 
of language varia�on in different social contexts?  



Alessia Ba�sta  
(Università degli Studi di Napoli “Parthenope” & Università degli Studi di Salerno) 
 
Can AI assist human researchers? A sample genre analysis using ChatGPT 
Considering the evolving nature of business communication, particularly as influenced by the recent 
digital media and the impact of technology in general, this study will try to understand whether 
BuzzFeed’s Tasty’ has been contributing to the rise of new discursive genres in online business commu-
nication. This contribution investigates the influence of social media networks on the rhetorical struc-
ture of Tasty’s recipe videos posted on Facebook, Instagram, and TikTok in May 2023. The analysis relies 
on Cesiri’s (2020) framework for the genre analysis of food blogs, which has been expanded for the 
study of social media platforms. Additionally, the analysis is performed both manually by the human 
researcher and through a custom GPT model named Genre Analyst, which has been developed to iden-
tify rhetorical moves and variations. Comparing the human and the Ai analyses allows to accurately 
identify genre moves, while also providing additional insights on tone and engagement. The study thus 
contributes to the digital media research and underscores the potentialities of AI tools in linguistic 
analysis; nevertheless, research in this sense is still at an early stage, which implies the need to explore 
larger datasets and further examine if and how AI can support human researchers. 
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Nicholas Catasso  
(Bergische Universität Wuppertal) 
 
Benchmarking AI grammar: A study of ChatGPT’s and human gramma�cality judgments 
 
The rapid development of AI technologies, par�cularly large language models (LLMs) like ChatGPT-4, 
has transformed linguis�c research, enabling advanced processing and analysis beyond tradi�onal 
methods (cf. i.a. Aus�n et al. 2021; Liu et al. 2023; Torrent et al. 2023; Yu et al. 2024; Qiu et al. 2024). 
One of the most promising applica�ons of LLMs lies in their ability to generate gramma�cality judg-
ments, a core concept in theore�cal syntax. Gramma�cality refers to whether a sentence conforms to 
the structural rules of a language, tradi�onally evaluated through the intui�ve judgments of na�ve 
speakers. Gramma�cality itself, however, is not always binary; it has been shown to exhibit gradient 
acceptability, depending on various linguis�c and contextual factors (Schütze 2016; Sprouse 2018). 
While LLMs offer new opportuni�es to model these judgments, the degree to which they can replicate 
or approximate the nuanced and some�mes variable human assessments remains underexplored. This 
pilot study explores the capacity of ChatGPT 4 to produce gramma�cality judgments for German sen-
tences, comparing its performance to that of na�ve German speakers. The research addresses two 
main ques�ons: (i) How well does ChatGPT-4 replicate the gramma�cality judgments typically made by 
humans?; (ii) what factors contribute to any observed differences between the judgments generated 
by the AI and those provided by human par�cipants? To inves�gate these issues, both ChatGPT-4 and 
na�ve speakers were presented with the same linguis�c s�muli, designed to test a variety of syntac�c 
structures in German. The resul�ng judgments were then analyzed and compared, offering an assess-
ment of how closely the AI model aligns with human intui�ons. The findings of this study provide in-
sights into the strengths and limita�ons of using LLMs like ChatGPT-4 for linguis�c tasks that rely on 
nuanced syntac�c knowledge. While ChatGPT-4 demonstrates considerable accuracy in replica�ng hu-
man judgments, notable discrepancies highlight areas where AI models s�ll fall short of human linguis-
�c competence. These results contribute to the discussion on AI's role in computa�onal linguis�cs, 
par�cularly the reliability of LLMs in handling human-like syntac�c reasoning, and pave the way for 
further advancements in AI-driven linguis�c research.  
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Denise Löfflad, Detmar Meurers, Elina Schnaper & Benedikt Beutler  
(Universität Tübingen, Leibniz Ins�tut für Wissensmedien (IWM)) 
 
Automa�c CEFR-based linguis�c analysis for LLM generated texts 
 
Reading is fundamental to second language acquisi�on [1]. However, finding authen�c, engaging, and 
level-appropriate texts remains a significant challenge, par�cularly for low proficiency learners. Suita-
ble texts must be gramma�cally and lexically simple enough to be comprehensible, requiring extremely 
basic language at the beginner level, which authen�c texts rarely provide. As a result, learners o�en 
rely on textbook texts that may not cover interes�ng or current topics. 
The release of tools like ChatGPT by OpenAI and other Large Language Models (LLMs) has created new 
possibili�es, making it easy to generate texts tailored to learners' interests across various topics. These 
models can be used for metalinguis�c analysis [2] or as language tutors [3] but are s�ll prone to errors 
as they can produce false output [4]. Although these models are trained on extensive (but largely un-
known) datasets, they lack explicit grounding in linguis�c principles and educa�onal theories.  
The Common European Framework of Reference (CEFR,[5]) is widely used for proficiency assessment 
and describes proficiency levels while aiming for adaptability to various European languages. This neu-
trality ensures comparability of proficiency levels across languages, but simultaneously results in the 
CEFR omi�ng specific linguis�c constructs crucial for automa�cally analyzing texts.  
Within the POLKE-GER project, we aim to address this gap by developing a tool designed to automa�-
cally extract pedagogically significant linguis�c knowledge, drawing on CEFR and Profile Deutsch de-
scriptors [6]. We use this tool to analyze German texts, iden�fying linguis�c structures relevant to the 
CEFR. Addi�onally, we employ prompt engineering techniques to generate texts using LLMs, which we 
then analyze with our tool to assess their alignment with the appropriate linguis�c constructs. 
While s�ll in development, our tool shows promising results with 33 currently implemented features, 
demonstra�ng high precision and recall (mean p=0.92, mean r=0.82). Ini�al experiments with ChatGPT 
reveal the possibility to simplify exis�ng structures through promp�ng, but an overall inability of LLMs 
to produce texts fully aligned with learners’ proficiency levels, as ChatGPT o�en introduces new lin-
guis�c constructs inappropriate for the target proficiency level. Future work will focus on more exhaus-
�ve feature explora�on and integra�ng our tool into exis�ng pla�orms for easy usability. 
Our approach allows users to quickly iden�fy poten�ally difficult linguis�c constructs. This enables both 
learners and teachers to use LLM-generated texts more produc�vely, reducing frustra�on and helping 
to tailor materials more effec�vely to individual learners. Ul�mately, our goal is to create a hybrid 
model that leverages both tradi�onal computa�onal linguis�cs and modern LLM techniques to en-
hance educa�onal AI systems. 
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Pavel Grashchenkov, Lada Pasko & Kseniia Studenikina  
(Lomonosov Moscow State University)  
 
RuParam: Russian corpus of linguis�c minimal pairs (ONLINE) 
 
The problem of assessing the linguistic competence of language models (LMs) has been widely dis-
cussed in recent years. The state-of-the-art sources for evaluation, CoLA (Warstadt et al. 2019) and 
BLiMP (Warstadt et al. 2020), are based on the linguistic notion of grammaticality. These benchmarks 
are aiming to test if the LMs are able to distinguish between the sentences that follow the grammar 
rules and the ones that fail to do so. Data in CoLA originates from theoretical linguistic literature; each 
sentence is labeled as either grammatical or ungrammatical. In contrast, BLiMP is a corpus of minimal 
pairs where each grammatical sentence is paired with one containing a mistake; the data were gener-
ated artificially. Both of these corpora were developed for English. Given that LMs are available for a 
wide range of languages, tools for linguistic competence evaluation should account for this diversity. 
Since grammar rules are to a large extent language-specific, corpora cannot be generated by mere 
translation and should be designed for any given language specifically. In our talk, we will be focusing 
on the grammaticality corpus we have created for Russian. 
A solution to the problem of linguistic evaluation for Russian has already been proposed by RuCoLA 
(Mikhailov et al. 2022), a corpus created in accordance with the CoLA methodology. However, RuCoLA 
seems to have certain weakpoints in terms of linguistic adequacy. Firstly, many phenomena covered 
by RuCoLa show variation, thus the (un)grammaticality contrast becomes irrelevant for them. Sec-
ondly, RuCoLA provides only a very broad classification of ungrammaticality sources (e.g. ‘syntax’, ‘se-
mantics’), which makes the possible linguistic analysis of LMs competence rather superficial. Finally, 
the corpus for the most part focuses on complex linguistic phenomena (which are more often dis-
cussed in theoretical linguistics literature), underrepresenting basic grammar notions of Russian, such 
as predicate agreement. 
We have developed RuParam, a new linguistic competence evaluation corpus for Russian, aimed at 
overcoming the discussed issues. Similarly to BLiMP, our database consists of pairs of sentences differ-
ing in grammaticality. So far, RuParam contains approximately 8.8k of minimal pairs and consists of 
two parts. The first part employs a novel source of grammaticality judgement data: we use materials 
from the Test of Russian as Foreign Language (TORFL). Minimal pairs are automatically retrieved from 
multiple-choice tasks assessing grammar and vocabulary skills. For each pair, the source of ungram-
maticality is manually annotated by linguists using one or a few of 26 labels. As TORFL is designed for 
different levels of language proficiency (CERF A1–C2), our data include phenomena ranging from basic 
to complex from the perspective of L2 learners. We suppose that this range may be relevant to the 
study of multilingual LMs, which have not been much trained on Russian data. Since the original tasks 
had only one correct answer, our dataset is free of linguistic variation. The second part represents 
phenomena that are more sophisticated and therefore absent from the TORFL tasks. These include 28 
categories, such as island constraints, non-projectivity, anaphor binding, and licensing of negative po-
larity items. The ungrammatical sentences are manually derived from their counterparts found in real 
texts.  
We tested seven LMs using a prompt requiring the model to select the correct sentence from the pair. 
We consider this methodology to be the most ecologically valid because, on the one hand, it requires 
no training and tests the model’s linguistic faculty ‘as it is’; on the other hand, it examines not only the 
model’s ability to assign a higher probability to grammatical sentences, but also its understanding of 
grammaticality and correctness. The models we tested show different accuracy rates on our dataset, 
ranging from 0.60 to 0.93. In our talk, we will take a closer look at both the design of the dataset and 
the results of the models. 
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Pree� Kumaari, Mathew Galbraith & Mar�na Wiltschko  
(Universitat Pompeu Fabra) 
 
Grammar plays a role in Human-Computer Interac�on, huh? (ONLINE) 
 
Introduc�on. Natural language sentences may have two components- proposi�onal (p-language) and 
interac�onal (i-language) (Wiltschko 2021). For example, in “The alarm is set for 7 AM, huh?”, the prop-
osi�onal content is “The alarm is set for 7 AM”, while the interac�onal “huh?” has two func�ons: i) it 
indicates that the speaker assumes some shared knowledge with the addressee, thus regula�ng the 
management of common ground (CG); ii) it signals that the speaker requests a response, thus managing 
turn-taking (TT). Our ques�on is whether human users perceive the use of i-language in Human-com-
puter Interac�on (HCI) as natural. Par�cularly, whether there is a difference between i-language used 
for CG management and TT management. Our findings suggest that i-language required for CG man-
agement is considered unnatural in HCI, whereas its use for TT management gave us inconclusive re-
sults. Methodology. An acceptability judgement experiment was conducted through a survey wherein 
200 na�ve English speakers assessed the naturalness of HCI employing “huh?” in two contexts: 1) Other 
Ini�ated Repair (OIR), a case of TT-management and 2) Request for Confirma�on (RFC), a case of CG 
management. Par�cipants were given five dialogues containing OIR and RFC each. For OIR, par�cipants 
evaluated two hypothe�cal HCI scenarios - one, an interroga�ve formulated with p-language only 
(OIRp) and the other using i-language “huh?” (OIRi), see Table 1 (where H = human user and C = com-
puter).  
 
Table 1. OIR Dialogue 

 
 
In the RFC scenario, subjects rated the naturalness of four target uterances - a standard interroga�ve 
(Interroga�ve in Table 2), a confirma�onal ques�on with “huh?” (RFCi in Table 2), a declara�ve (Declar-
a�ve in Table 2), and a confirma�onal ques�on with “Is that true?” (RFCp in Table 2). We used these 
contexts to see how human users perceive the difference between a canonical interroga�ve and an RFC 
ques�on (columns 2 & 3) as well as whether there is a difference in percep�on between RFCs with and 
without i-language (columns 2 & 4). Finally, we also tested the naturalness of an RFC using a declara�ve, 
a possibility in Human-human Interac�on (HHI).  
 
Table 2. RFC Dialogue 

 
 
Results. To analyse the collected data, ordinal regression analyses were conducted on the Likert scale 
responses for each context. For OIRs, we observed a tendency towards p-language, but we did not find 
a sta�s�cally significant result for "huh?" being classified as natural or unnatural. For RFCs, interroga-
�ves were rated significantly natural, whereas RFCi were rated significantly unnatural, with the overall 
order of naturalness being as follows: Interroga�ve > RFCp > Declara�ve > RFCi 
Discussion. In OIR dialogues, responses lacking “huh?” showed higher naturalness, but the inconsistent 
sta�s�cal significance suggests further inves�ga�on is needed to reach a defini�ve conclusion. As for 
RFCs, the result suggests that i-language which regulates CG is considered unnatural in HCI. Thus, one 
of the core atributes of natural language used in HHI is affected in HCI. This is not surprising as i-
language is highly context-specific. We submit that i-language can be used as a window into the way 



human users view computers as interactants without having to rely on post-hoc ques�onnaires (Bart-
neck et al 2009).  
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Gohar Rahman  
(Islamia College, Peshawar) 
 
Automa�ng seman�c annota�on in understudied languages: A case study of Urdu corpus using GPT-
4 (ONLINE) 
 
This study explores the applica�on of a fine-tuned GPT-4 model for automa�ng the annota�on of a 
seman�c corpus in Urdu, an underrepresented language in Natural Language Processing (NLP).  
Tradi�onally, corpus annota�on has been a labor-intensive and �me-consuming task, especially for low-
resource languages like Urdu, which lack extensive pre-exis�ng linguis�c datasets. This research ad-
dresses the gap by leveraging the capabili�es of Large Language Models (LLMs) to automate the pro-
cess, focusing on annota�ng seman�c roles such as agents (فاعل), ac�ons (عمل), and objects ( مفعول) 
within Urdu sentences. We created a manually annotated Urdu corpus, which was then used to fine-
tune GPT-4, evalua�ng the model's performance using precision, recall, and F1-score metrics. 
The model’s overall performance showed considerable promise, with precision at 85%, recall at 83%, 
and an F1-score of 84%. These results suggest that AI-driven annota�on approaches can achieve near-
human accuracy when fine-tuned on domain-specific linguis�c data. Moreover, the automa�on signif-
icantly reduced the �me required for annota�on, offering a scalable solu�on for the development of 
linguis�c resources in low-resource languages. In par�cular, the model excelled at iden�fying verbs 
(ac�ons) and nouns (agents and objects), demonstra�ng a robust ability to handle core seman�c roles. 
However, challenges arose in tagging preposi�ons (e.g., کو ,� ) and conjunc�ons (e.g., ل�کن, اور ), which 
require further refinement or the inclusion of supplementary rule-based systems. This discrepancy in-
dicates the complexity of Urdu’s syntac�c structure, where postposi�ons and conjunc�ons o�en bear 
significant seman�c weight, complica�ng the model’s interpreta�on. 
The findings of this research highlight the transforma�ve poten�al of AI in linguis�c annota�on, espe-
cially for underrepresented languages like Urdu, where annotated corpora are limited. The successful 
applica�on of the GPT-4 model in this context suggests broader implica�ons for NLP research, par�cu-
larly in enhancing the accessibility of computa�onal resources for low-resource languages. By automat-
ing annota�on processes, AI not only reduces manual labor but also improves consistency and scala-
bility, making it a valuable tool for linguis�c studies in languages lacking substan�al NLP infrastructure. 
Furthermore, this study emphasizes the importance of fine-tuning LLMs on language-specific data to 
op�mize accuracy and adaptability. As NLP increasingly incorporates diverse linguis�c datasets, the in-
clusion of underrepresented languages like Urdu will contribute to a more inclusive, culturally repre-
senta�ve body of research. The success of this approach offers promising opportuni�es for future re-
search to improve the annota�on of more complex linguis�c features, such as discourse markers and 
pragma�c elements, further enhancing AI’s capacity to handle the intricacies of human language. Fu-
ture work could also explore integra�ng rule-based approaches to refine the model's understanding of 
challenging syntac�c structures, thereby improving accuracy and expanding its applica�on in more 
complex linguis�c tasks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Mathias Schöffel1 & Marinus Wiedner2  
(1Bayerische Akademie der Wissenscha�en, 2Universität Freiburg) 
 
Simula�ng the development of Gramma�cal Gender from La�n to Old Occitan 
 
This communica�on is based on the study by Polinksy/Everbroeck (2003), who simulated the reanalysis 
and reatribu�on of gramma�cal gender from La�n to Old French with a connec�onist model. Building 
on this, we want to simulate the development of gender from La�n to Old Occitan with a character-
based approach. To this end we use a Long-short-Term Memory (LSTM) architecture combined with an 
aten�on mechanism in opposi�on to heuris�c models (cf. Marr/Mortensen 2020). 
A gender reduc�on from three to two genders took place in the transi�on from La�n to Old Occitan, 
during which the neuter disappeared. The neuter nouns (e.g. La�n third declension MARE) had to be 
reatributed to either masculine or feminine (cf. it. il maremasc vs. fr. la merfem vs. both genders in Old 
Occitan), and we aim at simula�ng this development, star�ng on the character level. 
For our current computer simula�on, we use nouns from the Dictionnaire de l’occitan medieval (DOM), 
the largest work of Old Occitan lexicology. We also included variants that had to be digi�zed beforehand 
via a tailored OCR model (cf. Garcés Arias/Pai/Schöffel/Heumann/Aßenmacher). As a star�ng point for 
the model training we take the linked etyma from the Französischen Etymologischen Wörterbuch 
(FEW). 
In addi�on to the lexicographic (and therefore normalised) data we use nouns extracted from original 
manuscripts from the 13th and 14th century, semi-automa�cally transcribed with a Transkribus-model 
for Old Occitan Handwri�ng (cf. Wiedner 2023). We then annotated the texts by using available PoS 
tagger, and manually correc�ng the results (which, in addi�on, allows us to compare these taggers 
regarding their accuracy). A�erwards, we manually combined these nouns with their respec�ve etyma, 
including informa�on on gender (including possible varia�on) and the accusa�ve forms; the required 
informa�on is taken from the FEW and the Thesaurus Linguae Latinae (TLL). We want to see if there 
are differences in the simula�ons’ outcome with this non-normalised, ‘authen�c’ data in comparison 
to the data taken from the DOM. 
We will present and discuss the basic idea as well as preliminary results. 
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Petra Sleeman  
(Universiteit van Amsterdam) 
 
AI transla�ons of Germanic bare plural subjects into Romance 
 
In Germanic, bare plural subjects can be used with an existen�al and a generic interpreta�on (Carlson 
1977; Longobardi 1994). Delfito & Schroten (1991) judge existen�al bare plurals in subject posi�on 
acceptable in English and Dutch, but not in Spanish and Italian. Gius� (2021) also makes a dis�nc�on 
between Germanic and Romance. According to Dobrovie-Sorin & Laca (2003) as well, existen�al bare 
plural subjects are excluded in (European) Romance languages. French does not have bare nouns, but 
has indefinite plural nouns introduced by a par��ve ar�cle: des. Dobrovie-Sorin & Laca (2003) claim 
that, in French, existen�al subjects introduced by the par��ve ar�cle have the same seman�c and 
pragma�c proper�es as the English ones, which would make them acceptable in preverbal subject po-
si�on (see also Bosveld-de Smet 2004 and Ihsane 2008). For languages in which existen�al bare plural 
subjects have been claimed to be unacceptable, it has been observed that an addi�onal adjec�ve or 
PP or narrow or contras�ve focus may make the bare subject acceptable (Longobardi 1994 for Italian; 
Suñer 1982, Salem 2010, Leone� 2013 for Spanish; Müller & Oliveira 2004 for European Portuguese). 
In contrast to Germanic plural subjects with a generic interpreta�on, which are bare, Romance generic  
plural subjects are introduced by a definite ar�cle. Not only plural subjects with an existen�al interpre-
ta�on, but also plural subjects with a generic interpreta�on may be used bare when a modifier is added 
(Mari 2017). Longobardi (2002) shows, however, that this is not possible with nouns with kind-level 
predicates. 
To research the influence of an existen�al versus a generic interpreta�on, modifica�on and the type of 
predicate on the choice of a determiner, I inves�gated how AI-powered translators translate Germanic 
sentences with bare plural subject nouns into French, Italian, Spanish and European Portuguese I used 
three translators: Google Translate, DeepL and ChatGPT. I selected 108 bare plural subject nouns from 
two novels by the Dutch author Ilja Leonard Pfeijffer and divided them into four groups: non-modified 
existen�al (29 bare plural subjects), modified existen�al (40), non-modified (21) and modified ge-
neric/kind (18). I submited the Dutch sentences in their context to the translators. In the analysis I 
dis�nguished the four types of nouns, the four languages and the three types of digital translators. One 
of the novels has been translated by human translators into the four Romance languages, the other 
one only into Italian. I also analyzed these official transla�ons. 
The results show that modifica�on largely enhances the use of bare/des existen�al subjects, especially 
in Italian and Spanish. ChatGPT used many non-modified existen�al des-nouns in French and even more 
bare nouns in Portuguese, but did not exclude bare nouns in the Italian and Spanish transla�ons. Of 
the three digital translators, ChatGPT reflected most the transla�ons by the human translators. The 
three digital translators almost exclusively used the definite ar�cle with non-modified generic nouns, 
but ChatGPT also used bare nouns in the Portuguese transla�ons, which is not excluded according to 
Brito & Lopes (2016). As for the 18 modified generics/kinds, on the basis of the results I dis�nguished 
two subgroups: 10 definite and 8 indefinite generics/kinds. All translators were rather consistent in 
their use of a definite or an indefinite ar�cle for the two subgroups. ChatGPT used again rela�vely much 
more bare nouns for Portuguese in the definite subgroup. 
The analysis suggests that AI-powered translators may help to confirm, reject or refine claims made in 
the linguis�c literature. Transla�ons of the same texts into different languages may reveal subtle differ-
ences between the languages, but also inconsistencies in the transla�ons. 
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Turn management in ChatGPT-generated French and Spanish conversa�ons – A case of fic�onal oral-
ity? 
 
The aim of this contribution is to investigate the ability of ChatGPT to generate French and Spanish 
conversations. The focus is on informal conversation situations of communicative immediacy. The 
study focuses on features of interaction-in-talk and aims at determining how ChatGPT models turn-
taking which, in fact, is constitutive for the progressivity of conversations. In this context, it is not only 
of interest how speaker change is organized in ChatGPT-generated conversations in comparison to real 
or ‘natural’ conversations, but also which differences and similarities arise with human-scripted fic-
tional conversations, such as in films or theatre plays (cf. Kerbrat-Orecchioni 1996; Herman 1998; Bed-
narek 2010). While in ‘natural’ conversations the distribution of speaking rights develops out of the 
conversation itself, the organization of speaker change in fictional conversations is different: “speaker 
change is not locally managed but totally author-controlled with turn-taking rights being established 
on dramaturgical grounds rather than on democratic conversational principles” (Spitz 2005, 22). Based 
on communicative contexts from French and Spanish film scripts, ChatGPT was asked to generate dif-
ferent conversations (e.g. disputes) as a) natural conversations and b) scripted conversations. The in-
vestigation of these AI-generated conversations focuses on the structure and distribution of turns from 
a conversation analytical perspective (Sacks/Schegloff/Jefferson 1974; Auer 2020) and is carried out in 
contrast to scripted conversations written by humans. With this experimental setup, it can be investi-
gated if ChatGPT-generated conversations show different degrees of fictional orality (cf. 
Dufter/Hornsby/Pustka 2020). 
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