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● The core method:

○ The PAD microstructure

○ The beginnings: the CPA technique

○ A change in perspective: interpreting collocations and examples

● Broadening the scope:

○ Experiment 1: Clustering sense variants using BERT’s contextualized word embeddings

○ Experiment 2: Bootstrapping additional sense variants using Zero-Shot Classification

● Conclusions

Overview



The PAD microstructure
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The PAD microstructure
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The PAD microstructure
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Data for the Phrase-Based Active Dictionary (PAD), with focus on how to identify Lexical Units (LUs), 
e.g.

to AGREE ‹WITH a given person› ‹ON a given SUBJECT/TOPIC/ISSUE› OR ‹ABOUT a certain entity›

The beginnings: the CPA technique

6Baisa et al. (2015)

The initial procedure involved 
Corpus Pattern Analysis 
(CPA), a “technique for 
mapping meaning onto words 
in texts” (Hanks 2004).



CPA was employed for creating the entries of the Pattern Dictionary of English Verbs (PDEV, pdev.org.uk).

→ Main issues: 

- heterogeneous data (free word combinations, collocations, idioms, errors; creative use of language)
- difficult to pinpoint meanings

The beginnings: the CPA technique
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New procedure: from concordance analysis to collocation analysis (Giacomini & DiMuccio-Failla 2019, 
Giacomini et al. 2020). 

Core method:

Collocates of a word are used

- for semantic type/role identification, 
- as such in LUs,
- as Recurrent Cases of LUs,
- for Sense Field disambiguation.

A change in perspective: interpreting collocations and examples
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The core method also includes the analysis of examples:

- corpus concordances,
- examples from other language-specific sources (e.g. dictionaries, newspaper archives, electronic books, 

…)

→ Examples are useful to complement/verify collocation clusters.

→ However: common issues with examples as microstructural items:

- incompatible with a dictionary for learners since incomplete, vague, ambiguous, non-conventional
- guidelines for adjusting/creating examples are necessary

A change in perspective: interpreting collocations and examples
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to paint



Most of the work for creating PAD entries is manual!

The most difficult task is to identify (and formulate) Lexical Units in such a way that

- they are user-friendly enough to be interpreted by the PAD user immediately after short 
training, 

- they are expressed in a semi-formalized manner.

Formulating Lexical Units implies using suitable semantic types/roles. 

Patrick Hanks (2004: 87–88) stressed that identifying the right semantic types for
selectional preferences, in particular not leaving out normal usage on one side and
not generalizing into abnormal usage on the other side, requires linguistic and
ontological expertise: “Among the most difficult of all lexicographic decisions is the
selection of an appropriate level of generalization on the basis of which senses are to
be distinguished” (ibid.: 88).

This statement is crucial for guaranteeing a high quality standard in lexicography.

However: 

→ The creation of an entry involves a long series of steps → at least for some of them it is interesting 
to look for new NLP approaches → goal: partial workflow automation

Broadening the scope
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Together with Fritz Kliche (University of Hildesheim): case studies aimed at disambiguating word
senses have been carried out based on 

- Contextualized Word Embeddings (Experiment 1) and 
- Zero-Shot classification (Experiment 2, with Jannis Nolte).

The first case study is presented in:

➢ Fritz Kliche & Laura Giacomini (forthcoming, end 2024): “Exploring BERT’s contextualized word
embeddings: a suitable method for a lexicography-oriented analysis of argument structures?”. In: 
Giacomini, L. & Piunno, V. (eds.), Patterns of meaning in lexicography and lexicology, 
Berlin/Boston: de Gruyter.

Broadening the scope
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● Goal: Finding PAD word meanings for follow - using NLP methods

● Start:
We collect instances from the British National Corpus (BNC; a general language corpus 
of ~100M tokens), matching for the pattern:

[lemma:follow]

+ up to 10 tokens with POS tags for 

nouns, determiners, adjectives, prepositions, ... 
(but: no verbs)

● After removal of duplicates
we work with 48,347 instances.

● Can we cluster the instances semantically?

Experiment 1: BERT’s contextualized word embeddings
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● We filter the instances:
○ We delete all tokens except for nouns, prepositions and conjunctions.
○ We lemmatize the texts.

● Example:
○ From BNC:  following the country 's first general election under universal suffrage on April
○ Filtered:      follow country election under suffrage on april

● The filter creates again duplicates, which we remove.

● 30,559 instances remain.

Filtering
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Word Embeddings
○ “Computing meaning”

Current NLP methods represent the 
meaning of a word (or of a group of 
words, or of a sentence, or of a text, ...) 
with a vector in a high-dimensional 
coordinate system.

○ Can we cluster the BNC instances for 
finding PAD word meanings?

Underlying idea
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Source of the plots: www.geogebra.org, author of the tool: Fei Chung, 
link to the licence:  https://www.gnu.org/licenses/gpl.html 



Underlying idea
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Contextualized Word Embeddings
in BERT (Devlin et al., 2019)

○ The vector representation of a word
is moved towards
similar words found in the same context.

Example: bank of the river
○ Idea: 

Can we use these vector movements 
for finding word meanings?

Example: In the sentence “...bank of the river…”,
the vector of “bank” is deviated in the direction of “river”.



Underlying idea
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○ We process the 30.559 instances from the 
BNC with BERT.

○ We are only interested in the deviated 
vectors of follow.

○ Do we then find PAD word meanings when 
we cluster these vectors?

→ We use k-means for clustering
the deviated vectors, in three runs:

- 500 clusters
- 1000 clusters
- 2000 clusters



Clustering
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We sort the resulting clusters by size
(= by number of  instances in the cluster).

k-means cluster size 500 1000 2000

Largest cluster 142 instances 107 instances 51 instances

Cluster of median size 56 instances 29 instances 14 instances

Smallest cluster 13 instances 2 instances 1 instance



Examples from a cluster
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For k=1000:
Examples for cluster #500 (total: 29 instances)

followed the butler into the private rooms

followed Culley ‘s gaze round the bleak room

followed her daughter through to the kitchen

followed Edgar a few paces across the room

followed their father into the kitchen

Semantic interpretation

follow a person spatially 

to somewhere

Syntactic interpretation

follow

+ dir obj. 

+ PP



Evaluation of the clusters
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For each run (k=500; 1000; 2000), we evaluate 40 clusters:

Can we give both a semantic and a syntactic label for the majority of the instances in the cluster?

We label as “unclear” otherwise.

Results:

● For k=500: 26 clusters are unclear.
● For k=1000: 12 clusters are unclear.
● For k=2000: 17 clusters are unclear. k=1000 best suited for our goal?

Or are k=500 and k=2000
not “worse”

but rather: different?



Examples for k=500
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● k=500 results in large clusters.
● Only 4 of the 10 clusters of median length

can be given a semantic-syntactic interpretation,
● but some clusters show interesting results.
● E.g., a cluster with the label “negatively come to an end”

● following its abandonment of a nuclear fuel
● following any accident damage to your 

caravan
● following a breakdown in health
● following the breakdown of her marriage
● followed the breakup of his parents ' marriage
● following the loss on disposal of businesses

● follow the disappearance or non-appearance
of a rash , for instance if

● followed the crash of 1987 and a period of 
lacklustre performance

● follow their European Cup collapse less than
a week ago

● following the defeat of his buy-out plan



Underlying idea (Yin et al., 2019)

Experiment 2: Zero-Shot Classification
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This movie was so exciting it was

good?

bad?

person?

animal?

…
building?

Can we use Zero-Shot Classification
for semantically clustering BNC instances?



We set out from the already existing
PAD entry for paint.

Did we miss in the PAD entry
an important sense variant or
important collocations?

Finding PAD entries for “paint”
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The PAD entry contains several “typical 
cases” from which we derive 49 single-word 
or multi-word collocates:

historical character – historical event –
flower – tree – animal – …

PAD entry for “paint”
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Bootstrapping labels from frequent sense variants
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3711 instances from BNC

on paint::

[paint (verb)] + [up to 10 words]

Randomly select

100 instances

Manual labeling

of each instance

“Distilling“ 15 class labels:

- Nature/animals,

- Locations,

- Machines,

- ...

Using these labels

for Zero-Shot 

Classification of the 

100 BNC instances

Manual 

refinement of the 

labels

Result:

13 labels

e.g. nature, color, 

materials



● Third, we apply Zero-Shot Classification 
on the 3711 paint instances from BNC.

● Each instance is labeled with the most probable category 
for an argument of paint – which either stems from the  
13 BNC categories or from the 49 PAD categories.

● First, we focus on the instances which are labeled with a 
BNC category – as they don’t seem to fit into the PAD 
examples, but are closer to the additional BNC examples.

Classification of all 3711 instances
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BNC
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BNC

BNC
BNC

BNC

PAD PAD

PAD PAD
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PAD PAD

PAD

PAD

PAD

PAD PAD

PAD PAD

PAD

PAD PAD
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PAD
painted Van Gogh painting sunflowers ?

Do we find additions to the PAD entry? 



Some results
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Some results
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The end of the ranking:
Words with no proximity to one of the 62 labels



● Our NLP methods (BERT and Zero-Shot Classification) are based on semantic similarities of 
context words.

● We find clusters with a semantic and syntactic coherence.

● The derivation of reading variants is still a manual task.

● The more data we (consistently!) process, the higher the likelihood of being able to use the 
processed data to automate the workflow:

Clustering → integration of manually processed data → enhanced automated 
categorization of similar words (e.g. synonyms)  

Conclusions
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